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INTRODUCTION 

The subject matter of agricultural economics has both broadened and deepened in re- 
cent years, and the chapters of this Handbook present the most exciting and innovative 
work being done today. The field originated early in the twentieth century with a focus 
on farm management and commodity markets, but has since moved far into analysis 
of issues in food, resources, international trade, and linkages between agriculture and 
the rest of the economy. In the process agricultural economists have been pioneering 
users of developments in economic theory and econometrics. Moreover, in the process 
of intense focus on problems of economic science that are central to agriculture - mar- 
ket expectations, behavior under uncertainty, multimarket relationships for both prod- 
ucts and factors, the economics of research and technology adoption, and public goods 
and property issues associated with issues like nonpoint pollution and innovations in 
biotechnology - agricultural economists have developed methods of empirical investi- 
gation that have been taken up in other fields. 

The chapters are organized into five parts, contained in two volumes. Volume 1 con- 
tains Part 1, "Agricultural Production", and Part 2, "Marketing, Distribution and Con- 
sumers". These two parts include much of the traditional scope of agricultural eco- 
nomics, emphasizing advances in both theory and empirical application of recent years. 
Volume 2 consists of three parts: "Agriculture, Natural Resources and the Environment", 
"Agriculture in the Macroeconomy", and "Agricultural and Food Policy". Although 
agricultural economists have always paid attention to these topics, research devoted 
to them has increased substantially in scope as well as depth in recent years. 

A large-scale effort to review and assess the state of knowledge in agricultural eco- 
nomics was previously undertaken by the American Agricultural Economics Associ- 
ation (AAEA), with publication in four volumes from 1977 to 1992.1 Those earlier 
survey volumes have strikingly different subject-matter content from that of the present 
Handbook, especially considering that they described the same field only 20 years ago. 
The AAEA volumes have extensive coverage of farm management issues, costs of pro- 
duction in agriculture, and estimates of efficiency of marketing firms. In our judgment 
little in any fundamental way has been added to our knowledge in these areas, and 
applications have become routine rather than imaginative research. The largest AAEA 
volume was devoted entirely to agriculture in economic development. This remains a 

1 A Survey of  Economics Literature, Lee Martin, ed., Minneapolis: University of Minnesota Press. Vol- 
ume 1, Traditional Field of Agricultural Economics (1977); Volume 2, Quantitative Methods in Agricultural 
Economics (1977); Volume 3, Economics of Welfare, Rural Development, and Natural Resources (1981); 
Volume 4, Agriculture in Economic Development (1992). 
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most important topic, but we cover it in only one complete chapter and parts of sev- 
eral others. This reflects in part the integration of work on developing countries with 
mainstream applied work. For example, our chapters on production economics, expec- 
tations, and risk management also encompass applications to agriculture in developing 
economies. 

That integration points to another gradual but notable change in agricultural 
economists' research. The AAEA surveys had most of the chapters of one volume de- 
voted to quantitative methods. We do not have any separate methodological chapters. 
In contrast, we have several chapters with substantial development of economic theory. 
This reflects an evolution in the research priorities of leading agricultural economists 
who, following the earlier work of Nerlove on supply and Griliches on technological 
change, are working at the theoretical frontiers and simultaneously undertaking empiri- 
cal work - not just purveying new theories to their more "applied" colleagues. 

As its title indicates, the AAEA volumes were surveys of literature, and aimed at 
completeness of coverage within their subject matter. We asked our authors to be se- 
lective, to focus on what they saw as the main contributions to the area they covered, 
and to assess the state of knowledge and what remains to be learned. This approach 
has left some gaps in our coverage, and has given us some chapters that are perhaps 
more idiosyncratic than is usual for a survey chapter. In order to pull things together at 
a higher level of aggregation, we commissioned five "synthesis" chapters, one for each 
of the five parts of the Handbook. And, to provide our own even broader overview, the 
editors have written closing syntheses of each volume. Because these syntheses provide 
capsule summaries of each Handbook chapter, we will not present further description 
of content here. 

Although advances in research in agricultural economics are increasingly being made 
in many countries, our authors and coverage of applied topics is heavily U.S.-weighted 
(only six authors work outside of the U.S.: two in Europe, two in Australia, one in 
Canada, and one in Israel). Of those in the U.S., however, six are economists at the 
World Bank, an international rather than American institution. Probably in another 
twenty years or so one will have to become more international to capture the most 
interesting and exciting developments in the field, but that day has not arrived yet. 

Among the many debts we have accrued in the preparation of this Handbook, the most 
important was Rachael Goodhue. She not only assessed the substance of many chapters, 
but she persuaded many reviewers and authors alike to complete their assigned respon- 
sibilities. Other critical contributors include the dedicated staff who provided support at 
the University of California, Berkeley, and at the University of Maryland. At Maryland, 
Liesl Koch served as copy editor and guided the authors' final revisions and preparation 
of the manuscript with sure judgment and a finn but diplomatic hand, a job best likened 
to driving a herd of cats. Coordination of correspondence with authors and reviewers 
was organized and carried out at Berkeley with exemplary efficiency and organizational 
skill by Jef Samp, Jessica Berkson, and Jennifer Michael, under the direction of Nancy 
Lewis. 
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Abstract 

The work of more than 50 years aimed at gaining empirical insight into the production 
structure of agriculture and the related modes of farmers' behavior is reviewed, and 
orders of magnitude of the various parameters of interest are quoted. The review follows 
the lines of the evolution of the pertinent research, and it builds on it in forming a 
general framework for empirical work. This approach broadens the scope of producers' 
decisions to include the choice of the implemented technology and it also overcomes 
statistical problems that have accompanied the relevant research for a long time. 

JEL classification: Q11 
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Technology along with the competitive conditions constitute the core of the supply side 
of the economy. There is hardly a subject in economics that can be discussed with pro- 
duction sitting in the balcony rather than playing center stage. To mention the main 
favorable subjects in agricultural economics research: product supply, factor demand, 
technical change, income distribution, the relationships between factor prices and prod- 
uct prices, the competitive position of agriculture, returns to scale, the size distribution 
of firms, and capital accumulation. The nature of the relationships and the conclusions 
derived in any particular analysis depend on the order of magnitude of the parameters 
in question. Hence, whether we want it or not, the empirical analysis of technology and 
its changes is of cardinal importance, and measurement problems are pertinent even if 
on the surface it seems that the subject matter is not 'technical'. 

In this review, we deal with the various aspects of the analysis. As will become clear, 
much of the discussion in the literature is methodology driven, not always accompanied 
by substantive applications. Inasmuch as methodological innovations are desirable, the 
question is how do they help us to think of, or deal with, specific issues of interest. 
This is a question that the reader should try to answer for himself, depending on his 
particular interest. To assist in this endeavor, we summarize here the empirical findings 
that bear on the main parameters of interest and address some important methodological 
issues essential to the interpretation of empirical studies and to future research. In many 
cases, the empirical results display a wide range and thus highlight the need for an 
appropriate framework for their evaluation. The choice of subjects and the coverage in 
the discussion are carried out with the purpose of constructing a uniform framework to 
meet the purpose. This is built on the cumulative experience and contributions provided 
by numerous studies and on the evolution of the thinking that is so valuable in the 
reading and the interpretation of the data. To emphasize this aspect, the subjects are 
introduced largely in an Order that highlights this evolution. 

There are two fairly distinct periods in the study of agricultural production functions: 
before and after duality. The changing of the guard was in the early 1970s, although 
a few studies employing direct estimation continue to appear after 1970. The appear- 
ance of duality changed not only the method of estimation but also the questions asked 
to the extent that there is little continuity in the subjects of interest. This can be ac- 
counted for by the fact that much of the work is methodology-driven rather than being 
an indication that the old questions had been adequately answered or of any explicit 
agenda. 

1. Primal estimates or the Cobb-Douglas  culture 

1.1. The setting of the agenda 

It seems that the empirical work on agricultural production functions originated in a 
methodological paper by Tintner (1944) and an application by Tintner and Brownlee 
(1944), which appeared as a short paper in the Notes section of the Journal of Farm 
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E c o n o m i c s  and was followed by a full size paper by Heady (1946). This work was 
influenced by the work of  Cobb and Douglas (1928). 1 It thus took about fifteen years to 
adopt the work of  Cobb and Douglas in agricultural economics application. 

These studies used data from a random sample of  Iowa farms for 1939. The data were 
classified by area of  the state, type, and also size of  farm. The inputs included were land, 
labor, equipment, livestock and feed, and miscellaneous operating expense, a classifi- 
cation that is still applicable today. Interestingly, this early work anticipated some of  
the more difficult subjects in the empirical work of  production functions. Management 
was recognized as an input, but "[t]he productive agent management has been excluded 
since there is no satisfactory index of  inputs for this factor" [Tintner and Brownlee 
(1944, p. 566)]. Allusions were also made to the importance of  input quality. 2 Heady 
(1946) expressed similar concerns about the quality issue and the omission of  man- 
agement. 3 Also, based on the criticism of the Cobb--Douglas work that appeared at 
that time by Reder (1943 ), Bronfenbrenner (1944), and Marschak and Andrews (1944), 
Heady (1946) noted that "It]he functions which have been derived . . .  are of  the inter- 
firm rather than intrafarm variety . . .  it can he expected that a multitude of  functions 
exists . . .  because of  the varying combinations of  techniques employed and commodi- 
ties produced" (p. 999). This is a recognition of  the problems caused by aggregation 
over techniques. Similarly, Smith (1945) observed that firms in cross section may em- 
ploy different techniques, particularly due to fixed plants inherited from the past, and the 
long-run production functions so derived may represent "mongrels" or hybrids. Aside 
from the question of  input quality, Bronfenbrenner (i 944) raised the point that capital 
and labor are not on the same footing because labor is a flow ("quantity used"), whereas 
capital is a stock (representing the "available quantity"). This can be interpreted as an 
early recognition of  the conceptual problem of the evaluation of  the productivity of  
durable inputs. 

These studies were concerned with the contribution of  inputs to output variations and 
with a comparison of  the factor productivity on different farm types and the relationship 
to their returns. The estimated production elasticities reported by Tintner and Brownlee 
(1944) for the sample as a whole are: land, 0.34; labor, 0.24; and other assets and vari- 
able inputs, 0.41. The sum is 0.99. Heady used a larger sample and a somewhat different 
classification of  inputs to obtain for the sample as a whole: land, 0.23; labor, 0.03; and 
other assets and variable inputs, 0.59. The sum is 0.85. 

1 A regression equation linear in the logarithms "[is] similar to the production function employed by Paul 
Douglas in his empirical studies" [Tintner and Brownlee (1944, p. 567)]. On the history of the Cobb-Douglas 
production function, see [Douglas (1976)]. 
2 "Using the number of acres in the farms as a measure of inputs of land ignores variations in the quality of 
land. Measuring inputs of labor in terms of months of labor also ignores variations in the quality and intensity 
of labor, particularly that of operator and his family" [Tintner and Brownlee (1944, p. 566)]. 
3 At the time the issue of management bias was unrecognized, therefore both papers speculated that had 
management been included, the sum of the elasticities, as a measure of returns to scale, would have increased 
[Tintuer and Brownlee (1944, p. 569), Heady (1946, p. 995)]. However, Heady also indicates that the sum of 
the elasticities might have decreased due to the introduction of management (Ibid,, p. 997). 
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Several points are of interest. First, these studies were prompted by a methodological 
innovation introduced by Cobb and Douglas (1928). Yet, their orientation is applicative 
in nature, and they address substantive issues related to the efficient use of inputs. Sec- 
ond, sampling from the same data source yields different elasticities. The sum of the 
elasticities of labor and land vary between 0.58 and 0.25 in the two studies respectively. 
This difference suggests sensitivity of the estimates to output composition and perhaps 
differences in the physical environment. Third, the sum of the elasticities is smaller 
than 1. 

The approach formulated by the foregoing studies served as a framework for the 
production function estimation for more than two decades, where attention was focused 
on the following issues: the contribution of the various factors to the explanation of 
output variations in the cross section or over time, the production elasticities and their 
significance, the robustness of the estimates, the role of economies of scale, as judged 
by the sum of the elasticities, the importance of the quality of inputs, the treatment 
of management and its relations to the properties of the estimates, the functional forms, 
and the role of technical change. The data base of these studies varied from observations 
on individual farms to cross-country comparisons. 

The question of efficient use of inputs is the objective of many studies. 4 Lack of ro- 
bustness of empirical results was raised by Hildebrand (1960) who found that annual 
cross-section regressions are not robust and any hypothesis can be supported by some 
results. Lack of robustness is also evident in some other studies that present more than 
one set of results. Heady and Dillon (1961, Chapter 17) review and summarize 32 stud- 
ies in various countries based on farm data. The mean elasticities and their coefficient of 
variation (in parentheses) are: land 0.38 (0.58), labor 0.21 (0.80), and "other services" 
0.39 (0.59). In all these studies the sum of all the elasticities is near 1. The magnitude 
of the coefficient of variation indicates a wide spread in the results among the studies. 
They compare their results with those obtained in the pioneering cross-country study by 
Bhattacharjee (1955) and with assumptions made in the literature. 5 All of this indicates 
an effort to get a definitive substantive solution. But as this target was realized to be 
elusive, they concluded that "[s]till, the variations shown among the elasticities of Table 
17.14 bear witness to the dangers associated with the use of any such global production 
function" [Heady and Dillon (1961, p. 633)]. 6 The discussion is then shifted to the ex- 
amination of the efficiency of the resource use. For instance, their Table 17.17 presents 
a ratio of the marginal productivity of labor to its opportunity cost with values varying 
between 2.84 observed in Taiwan to negative values obtained in dairy farming in Swe- 
den. The median value of this ratio is 0.67. They present similar calculations for land 

4 See, for instance, Hopper (1965), Chennareddy (1967), Sahota (1968), and Herdt (1971) for India; 
Yotopoulos (1967) for Greece; Huang (1971) for Malaya; and Headley (1968) for the US. 
5 Bhattacharjee (1955, regression 4) reports elasticities of 0.36 and 0.3 for land and labor respectively. 
6 Clark (1973) assembles many results of factor shares in an informal framework but with good international 
coverage. It is very clear that the estimates depend on the economic environment which is a major theme of 
our discussion. 
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and capital services, but these are more problematic for conceptual reasons which need 
not be discussed at this point. To get a view of the diversity of the results, the reader is 
advised to check some of the country studies based on the primal approach. 7 

In 1944 Marschak and Andrews pointed out that the inputs are endogenous, and 

therefore Ordinary Least Squares (OLS) estimates of the production function are bi- 
ased. Their paper extended the scope of the analysis by introducing issues related to the 
statistical properties of the estimates. Their work and Haavelmo's (1947) work on the 
consumption function were early examples of the problems of simultaneity in economic 
analysis and thus revived the question that had been asked by Working (1927) about the 
meaning of statistical demand equations. That opened up a route of work centered on 
methodological issues with a life of its own. 8 

The simultaneity problem in the estimation of production functions was overcome 
by the factor share estimator proposed by Klein (1953) and applied by Wolfson (1958). 

This estimator is based on the assumption that firms always employ all their inputs so 
as to satisfy the first order conditions for profit maximization given the current ex pos t  

prices. As such, the factor share estimator is subject to a major conceptual difficulty in 
that it cannot answer the original question of Cobb and Douglas about the empirical rel- 

evance of the competitive conditions because they are imposed in the derivation of the 
estimator. 9 Although this is seldom explicitly recognized, or acknowledged, all the esti- 
mators that use the first order conditions for profit maximization - and to be sure, these 
include the estimators based on duality as well as on the axioms of revealed preferences 
- use the very same property and thus are subject to the same limitation. 

A different line of attack on the simultaneity problem was taken by Mundlak (1961) 
and Hoch (1962) through the use of covariance analysis, l° Applying this method to 

a sample of family farms in Israel gave lower estimates for the elasticities compared 

7 For instance, in addition to the studies mentioned in footnote 5, US: Tintner and Brownlee (1944), Heady 
(1946), Hildebrand (1960), Griliches (1963a, 1963b, 1964), Kislev (1966), Tweeten and Quance (1969), 
Kislev and Peterson (1996); India: Lau and Yotopoulos (1972); Israel: Mundlak (1961), Sadan (1968); Mex- 
ico: Ulveling and Fletcher (1970); Colombia: Colyer and Jimenez (1971); Taiwan: Yotopoulos, Lau, and 
Lin (1976), Shih, Hushak, and Rask (1977), Wu (1977); Thailand: Mittelhammer, Young, Tasanasanta, and 
Donnelly (1980). 
8 The early work on production functions, up to the early 1960s, is surveyed by Walters (1963). 
9 I found the following statement by Clark (1973, fn 8, p. 21) to be interesting: "Douglas told me that when 
the function was first prepared in the 1920s, he was expecting it to show that wages then actually received 
by labour were considerably below its true marginal product; and was surprised to find that they were in fact 
extremely close to the level predicted by the function". 
10 Hoch (1958) examined a solution to the simultaneity problem based on identification thi'ough the second 
moments of the equations disturbances. There is no reference in the literature to an empirical application 
of this method, perhaps for a good reason because, as indicated by Mundlak and Hoch (1965), it is very 
sensitive to the specification and in the case of a likely specification error can have an unbounded bias. In 
another paper, Hoch (1955) suggested the use of covariance analysis. However, the method was not discussed 
in connection with the simultaneity problem. This is probably the reason that covariance analysis was not 
mentioned in [Hoch (1958)], which deals head-on with that problem. It is only in [Hoeh (1962)] that the 
covariance analysis is seen as a solution to the simultaneity problem. 
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to OLS without allowance for firm effect, and their sum declined from roughly 1 to 
roughly 0.8. Mundlak (1961) interpreted the difference between 1 and the sum of  the 
elasticities as the factor share of  management.I]  The method was also used to estimate 
the managerial  capacity and its empirical  distribution in [Mundlak (1964a)]. Another  
substantive result of  that study is an elasticity of  land near zero. The farms in the sample 
are very small, and on the surface one would have expected a higher elasticity for land. 
However, a low elasticity for land is indicative of  low profitability of  agriculture. This 
interpretation is supported by the fact that a negligible elasticity for land in Israel was 
also obtained for a sample of  large farms (kibbutzim) in [Sadan (1968)], so the result is 

unrelated to farm size. 
The observations made so far are: 
O. 1 The estimates are not robust. 
0 .2  Often, results show a gap between marginal productivity and real factor prices. 
0 .3  Specifically, there is a difference between estimates based on inter and intrafarm 

observations. 
0 .4  Firms use different techniques. 
0 .5  Input quality is not addressed. 
0 .6  A lack of clarity on whether to use stock or flow variables. 
0 .7  Inputs are endogenous, and therefore OLS estimates are inconsistent. 
0 .8  It is possible to overcome the problem of inconsistency. 
0 .9  A need to further explore the role and scope of factor-share estimates. 

1.2. A simple production model 

The initial discussion can be conducted in terms of  a single-input Cobb-Douglas  pro- 

duction function 

Y = A X  E e m°+u°, (1) 

where m0 is the firm effect, or management,  a firm-specific factor known to the firm but 
not to the econometrician (private information), and u0 is a random term whose value is 
not known at the time the production decisions are made. The conditional expectation 
of output, given the input, of  firm i is ]2 

ye __ E(Ylxi)  ~ AX~i e m°i. (2) 

11 Other sources of farm-specific effects are differences in land quality, micro-climate, and so on. However, 
the emphasis has been placed on management. The firm effect is observed not only in production functions 
estimated from farm data; it is also a common phenomenon in cross-section analysis of manufacturing data. 
Thus, it seems that differences due to farming environment are not the main reason for the firm effects. 
12 Note that E(e uo) ~ (1 + o'020/2); crg 0 = E(u2). This term is ignored in (2). 
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At this stage we assume that the price is known, and the firm chooses the input so as to 
maximize the expected profit: 

m a x z r e ( X [ w , P , i )  = p y e  _ W X i ,  (3) 
xi 

where P and W are the product and input prices respectively. The first order condition 
is met up to the stochastic terms m 1 and u 1 

f i  A X Z _  1 = __W eml+ul , (4) 
P 

where m I is known to the firm but not to the econometrician, and u 1 is a transitory com- 
ponent. The term ml reflects the firm's expectation formation and its utility function. In 
what follows, we will  deal with real prices, so that W is the wage in output units, and 
P is the product price in input units. 

We write Equations (2) and (4) in logarithms, with the variables measured as devia- 
tions from their overall mean, and introduce time notations: 

Yit -- Xi t f l  = moi + uoit ,  

Yit -- x i t  -~ wi t  -+- m l i  -~ Ulit -[~ uoit.  

(5) 
(6) 

When prices are exogenous the reduced form for x (note that p = - w )  is 

x i t = - - c ( P i t - t - U l i t + m l i - - r r l o i ) ;  c = ( 1 - - f l )  -1.  (7) 

The four error components are assumed to be IID with the following first two moments:  

u j i t  ~" (0, a j j ) ;  m j i  ~ ( # j ,  vjj) ;  j = O, 1, (8) 

where/z0 = 0 and/, t  1 is unrestricted. The expected value of  all cross products of  the 
error components is zero. 13 

Several of  the observations made above are related to the endogeneity of  the input. 
Equation (7) shows that the input is a function of  the firm effect, moi ,  which is also 
part of  the production function shock, and therefore the input is not exogenous. The 
bias caused by this dependence contributes to the lack of  robustness. Specifically, it 
contributes to the differences between intra and interfirm estimates (0.3).  Also, when 
biased coefficients are used to test the efficiency of  resource use, an erroneous conclu- 
sion of  an inefficient use of  resources (0.2)  might be reached even when the firms use 
resources efficiently, or conversely. 

13 Shocks that affect all firms generate time effects that can be treated in the same way as the firm effect. The 
extension to include time effects is straightforward and need not be reviewed here (see [Mundlak (1963a)]). 
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Several approaches are offered to overcome the problem of input endogeneity (0.7). 
When the sample consists of panel data, covariance analysis transforms the variables 
to deviations from the firm mean, and thereby the firm effect is eliminated from Equa- 
tion (7). Let the sample average over the time observations be xi ; then Equation (7) is 
transformed to 

xi t  - -  X i .  = - - c ( p i t  --  Pi. + Ulit - -  U l i . ) ,  (9) 

and it is seen that the firm effect has disappeared. The estimator is referred to as a 
"within" estimator (because it is based on within-firm variations). 

An alternative approach is to use the price as an instrumental variable for estimating 
Equation (5). This is basically the dual approach to estimation, to be discussed below. 
This estimator is likely to be less efficient than the covariance estimator because it does 
not use all the pertinent information [Mundlak (1996a)]. This can be seen intuitively 
from Equation (7). The variability of the input in the sample is generated by four com- 
ponents: Pit ,  u lit,  m l i, and moi .  The last term causes the bias and should be eliminated, 
whereas the other three terms provide the information for the estimation. Hence, the 
most efficient procedure would be to use the first three components as instrumental 
variables. However, this cannot be done directly because, of  the three variables, only p 
is observed. The within estimator uses the within-firm variations of  p and u I as instru- 
ments, whereas the dual estimator uses as an instrumental variable the total variations 
of  p but does not utilize the information in u I. The point is that any variability of  input, 
regardless of  whether or not it is consistent with the first order condition for profit max- 
imization, generates points on the production function and therefore helps to trace it, or 
more technically, helps to identify the production function. 

The use of  price as an instrument is subject to some limitations. If  the sample consists 
of  competitive firms, the between variability of the prices should be nil. If  the sample 
consists of  market (rather than micro) data, then the prices are not necessarily exoge- 
nous and therefore cannot be used as instrumental variables. In any case, it is possible to 
combine the two estimators by using the within-input variable and the price as two in- 
strumental variables. Other possible modifications are suggested in [Mundlak (1996a)]. 
However, all these have not been tried out. The empirical experience is limited to the 
'within' and the dual estimators. Some of  the results with respect to the 'within' es- 
timator have been mentioned above, whereas the empirical experience with the dual 
estimator will be discussed below. 

The factor-share estimator imposes the first order conditions for profit maximization, 
in which case the factor share is equal to the production elasticity,/3, up to a stochastic 
term. Using Equation (6) it is easy to see that this estimator is inconsistent. 

An important issue in the empirical investigation is whether the function displays 
constant returns to scale (CRT). If  it does, in the case of  the single-input function,/3 
is equal to 1, and there is nothing to estimate. Thus the problem is more pertinent to 
the more realistic case with more than one input. To see this, assume now that there 
are k inputs. In this case, the model consists of Equation (5) where x and/3 will be 
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k-vectors and k-equations of  the form of (6) [Cavallo (1976)]. Note that the difference 
of  the first-order conditions for any two inputs, say 1 and 2, is free of  m0 and of u0 

X2--Xl ~ W 2 -  //31 q--U2--Ul q - m 2 - - m l .  (10) 

Therefore, x 2 - -  Xl can serve as an instrumental variable. Note that this variable contains 
all the pertinent information related to the two inputs. There are k - 1 such instruments, 
and there is a need for one more instrument to complete the estimation of  the system. 
The assumption of  CRT is a good candidate. In this case, a Cobb-Douglas function 
where the variables are divided by one of  the inputs is free of  simultaneous-equations 
bias. 

1.3. Productivity 

To understand some of  the subsequent literature we turn to another direction of  inquiry, 
that of  measuring factor productivity, that was taking place at the same time. The most 
influential work in agriculture was that of  T.W. Schultz (1953). He noted that in the 
period 1910-1950 agricultural production rose by about 75 percent due to a change in 
inputs and in technology. The change in inputs was instigated by price change, with 
labor becoming more expensive and therefore replaced by machines. ~ 4 The importance 
of inputs is measured by their factor shares: "Land and labor a r e . . ,  very important in 
farming, with labor representing 46 percent and agricultural land 24 percent of  all inputs 
used in agriculture in 1910-1914" (p. 100). 

He then goes on to discuss the aggregation of  inputs and to derive a measure of  the 
overall increase in productivity by comparing the relative changes in output and input. 
He notices that the results are sensitive to the price weights and the period of  analysis. 
The rise in the annual average productivity for the period as a whole with end of  period 
prices is 1.35 percent, and with beginning of  period prices is 0.8 percent. 

Where does the technical change come from? Schultz (1953, p. 110) considered three 
hypotheses: 

(1) Discoveries of new techniques are by-products of  scientific curiosity and as such 
are unpredictable. 

(2) The level of  scientific activity reflects cultural and institutional values rather than 
the value of  its fruits, and thus, the development of new techniques is not induced 
by market conditions. 

(3) Science is supported by society because of  its potential material contribution. 
There is room for all three, but the gold medal is given to the last one. "Therefore, 

a new technique is simply a particular kind of  input and the economies underlying the 

14 "Although new production techniques have been many and important, substitution among inputs is clearly 
evident and it is consistent with changes that have occurred in the relative prices of inputs ... labor has been 
withdrawn while other, cheaper inputs have been added" [Schultz (1953, p. 103)]. "United States agriculture 
has become increasingly dependent on inputs which are acquired from the nonfarm sector" (Ibid., p. 104). 



Ch. 1: Production and Supply 13 

supply and use are in principle the same as that of any other type of input. We do not 
wish to imply that every human activity entering into the development of new techniques 
can be explained wholly by considerations of cost and revenue; our belief simply is that 
a large part of the modem process of technological research from "pure" science to 
successful practice can be explained by economic analysis" [Schultz (1953, p. 110- 
111)]. This is the notion of induced innovation. However, "[w]e need also to explain 
the rate at which farmers adopt new techniques. Clearly, the mere availability of such 
techniques is no assurance that they will be applied in farming. The process by which 
farmers take on new techniques, as one would expect, is strongly motivated by economic 
considerations and yet very little is known about this process" (Ibid., p. 114). Although 
uncertainty about the new technique is important, Schultz views the new technique as a 
new input and suggests that the standard economic analysis be applied in the analysis 
of its adoption. He also recognizes the importance of credit rationing for agricultural 
markets. This view of technological change is related to the notion of implementation 
of technology discussed below. 

This discussion by Schultz amplifies themes already mentioned above and puts on the 
agenda new ones, particularly the use of factor shares to measure the relative importance 
of inputs, the need to differentiate between the change in productivity due to a change 
in inputs and the change in technology, that the change in inputs takes place in response 
to changes in factor prices, and that the changes in the quality of inputs has to be taken 
into account in measuring factor prices. To sum up Schultz's additional observations, 

O. 10 Part of the change in technology is unpredictable. 
O. 11 Not all of what is known (in terms of technology) is actually implemented. 
These are all key themes for understanding the subsequent work. To assist the discus- 

sion on the measurement of productivity, we write the production function as 

Y ( t )  = F [ A I ( t ) X 1  (t) . . . . .  A k ( t ) X k ( t ) ,  t], (11) 

where the A's are factor-augmenting functions or, not independently, quality indexes. 
Differentiate the function logarithmically, using a generic notation, din x / d t  ---- ~, 

Y'(t) = [O)l (t) (A l (t ) + Xl(t))  + . . .  + Cok( t ) (Ak ( t )+  Xk(t))] + r(t)  

= [aggregate input] + r (t), (12) 

where the o)'s are weights and r is the relative change in the total factor productivity or 
the 'residual'. In estimation, the A's should be included as variables in the analysis to 
avoid specification error. 

All productivity measures are based on a comparison of changes in aggregate out- 
put with changes in aggregate input. The change in the aggregate input should measure 
changes in quantity that take place under constant technology. That is, the quality vari- 
ables should be uncorrelated with the residual r (t). If  they are correlated, the empirical 
production function is a locus of points that are generated by more than one function. 
To illustrate, the work of children in ditch digging is not as productive as that of adults. 
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Therefore, adjusting the labor input by assigning different coefficients by age or gender 
will give a more meaningful measure of the labor input. Another example is the measure 
of fertilizers by their nutrient content. But most of the quality adjustments are of a dif- 
ferent nature. A good example is the adjustment of the labor input for education where a 
measure of schooling multiplies the physical labor input to yield quality-adjusted labor 
input, measured by the total years of schooling. What is the meaning of this adjust- 
ment? If the task is digging ditches, education, at best, should not make a difference. 
But if there are alternatives to digging by hand, education can make a difference in the 
profitability of implementing these alternatives. Generalizing, an increase in the level 
of education, other things equal, is expected to increase the use of more advanced tech- 
niques. Thus, in this case technology is not held constant; education is a carrier of a 
technical change and should be treated as such. We return to this subject when we dis- 
cuss the results of cross-country estimates of the production function. One implication 
of this distinction is that the measure of returns to scale should not include the effect 
of 'quality' variables that represent technology. There is no general agreement on this 
approach, and for alternatives see, for instance, Griliches and Jorgenson (1966). 

The aggregation weights can be based on market values leading to factor shares, as 
done by Ruttan (1956) and Solow (1957), or by production elasticities derived from 
empirical production functions. Note that in the case of a Cobb-Douglas production 
function these elasticities are constant. Otherwise, they vary over the sample as do the 
factor shares, and the results vary accordingly. 

Much of the work on measures of productivity change uses elasticities derived from 
empirical production functions. Griliches (1963a) deals directly with the effect of input 
quality on the measurement of productivity and, not independently, on the empirical 
production function. He argued for the use of the empirical production function to pro- 
vide the weights for the aggregation of inputs. To this end, he fitted a Cobb-Douglas 
function to data for the 68 USDA regions in the US in 1949. The emphasis is on the 
role of education and economies of scale in accounting for productivity changes. He 
obtained a sum of elasticities of 1.36 from a regression without education and 1.35 
with education included. Thus, the education was not the source for the sum of elastic- 
ities to exceed 1, which was taken as evidence of economies of scale. This result was 
incorporated in the analysis of sources of productivity growth, with the assertion that 
" . . .  changes in output are attributable to changes in the quantities and qualities of in- 
puts, and to economies of  scale, rather than to 'technical change'" (Ibid., p. 332; italics 
by YM). "This procedure led to an almost complete accounting for the sources of output 
growth in the United States agriculture during 1940-60 leaving no 'unexplained' resid- 
ual to be identified with unidentified 'Technical changes'" (Ibid., p. 333). The essence 
of that discussion is the belief that if the analysis is carried out with care, there should 
be no unexplained residual left. 15 

15 This view was also repeated in [Gfiliches (1964)] where the empirical analysis was extended to cover 1954 
and 1959. "[I]t is possible to account for all of the observed growth in agricultural output without invoking 
the unexplained concept of (residual) technical change" (p. 970). 
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There was some discomfort with the estimates, but nevertheless, those were preferred 
to factor shares because, relying on Schultz, the agricultural sector was perceived to be 
in a continuous disequilibrium.16 As the empirical results show, education is important, 
the elasticities differ from factor shares, and the sum of elasticities was larger than 1. 
Therefore, "[t]hese findings, particularly the last two, if accepted, will account for a sub- 
stantial fraction of the conventionally measured productivity increases" (Ibid., p. 336). 
In passing, one can question the meaning and the usefulness of the concept of equilib- 
rium used to describe agriculture if it is thought to be in a continuous disequilibrium. 
Basically, it reflects an application of the concept of static equilibrium to a dynamic 
process. The two are not the same. We shall return to this below. 

Aside from the question of the residual, can the above results be taken as indicative 
of economies of scale? There are two issues to be considered. First, internal economies 
of scale is a concept related to the cost structure of a firm and cannot be measured 
from regional aggregates. There are many farms of different size, and hence there is 
nothing in the structure of agriculture that suggests economies of scale. The optimal 
size depends on the technology used and the level of management of the firm. Changes 
in technology affect the optimal size, but this change in size is the result of the technical 
change. Second, there is a statistical aspect. Note that the regressions that produce a 
sum of elasticities larger than 1 are strictly cross-section, and hence they are subject 
to a bias caused by the correlation between the unobserved regional productivity level 
and the inputs, similar to the management bias in the analysis based on firm data. This 
view was taken by Kislev (1966) who analyzed data of 3,000 US districts for 1949 
and 1959. To account for the unobserved regional productivity he introduced regional 
dummies (68 regions), and as a result the sum of elasticities declined from 1.167 to 1.05. 
Regional dummies do not capture the management effect, so a management bias is still 
present in these estimates. Very likely this is the reason that the sum of elasticities is 
still slightly above 1. Kislev and Peterson (1996) reexamine the evidence on economies 
of scale with reference to empirical results of cross-state estimates of Cobb-Douglas 
functions for the U S  17 The sum of elasticities for each of the years 1978, 1982, and 
1987 is 1.3. They do not take it as evidence of increasing returns to scale but rather as 
an indication of management bias. We return to this subject in the discussion of cross- 
country studies. 

Griliches (1964) also introduces a measure for research and extension as a shifter of 
the production function, a practice that has been followed in other studies such as the 
studies based on cross-country data. 

16 In the spirit of positive economics, "[t]he most important test of the estimated production functions is not 
how well it fits the data it was derived from but rather whether and how well it can 'predict' and interpret 
subsequent behavior" [Crriliches (1963a, p. 339)]. 
17 The respective results for cross-state regressions for 1978, 1982, and 1987 are: land 0.1, 0.11, 0.13; labor 
0.27, 0.27, 0.22; machinery 0.23, 0.27, 0.15; fertilizers and chemicals 0.27, 0.21, 0.27; and other 0.43, 0.43, 
0.52. 
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1.4. The productivity of capital 

Durable inputs are entered into the production function and in productivity analysis as 
stocks. This procedure is sometimes questioned (0.6), and it is suggested that the stock 
variable should be replaced by a flow that represents the service provided by the stock. 
This suggestion is based on the assumption that there is a unique variable that represents 
the service that can be retrieved from the analysis of annual data. Unfortunately, this is 
not the case. By its very nature, a durable input is purchased if the discounted expected 
returns from this input over its lifetime cover its cost. Thus, the service from this input 
is the returns over its lifetime, and this is not easily transferable to a service in a given 
calendar period, say a year. To sharpen the point, note that the service of a combine 
in the winter, when there is no harvest, is zero. However, the service for the year is 
positive. In some years the service is greater than in other years, depending on the 
area harvested and the yield, and these are affected by stochastic variables. Ex post, the 
value of these variables is not the same as the expected values. How are the actual values 
calculated? In a production function analysis, they are determined from the coefficients 
of the empirical equation. For instance, the coefficient of capital in a Cobb-Douglas 
function estimates the 'average' elasticity of capital for the sample. This can be used 
then to compute the marginal productivity of capital for each sample point. In some 
years, it may be lower than the rental cost, but this does not mean that there was too 
much capital in that year. The apparent overcapacity is there to provide the service in 
times of higher demand. 

1.5. Productivity and heterogeneous technology 

The foregoing discussion provides sufficient empirical evidence to evaluate the most 
cardinal question related to production: what is the rate, and also the nature, of technical 
change? Aspects of this question were addressed in one form or another in almost every 
empirical study of time-series data. Equation (12) characterizes much of the literature 
which conveys the idea that there is a unique answer to this question, and that if we 
work hard enough, we will find it or come close to it. Unfortunately, the matter is not 
that simple. 

The available technology is defined as the set of all available techniques, and technical 
change is a change in this set. An appearance of a new technique implies a change in 
the available technology. In this sense, the available technology changes continuously; 
any new scientific publication may represent a change. However, this definition is too 
broad, and as such its usefulness is limited to serving as a reference point but has no 
operational value. The available technology contains a subset of techniques which are 
not implemented and thus are not observed, directly or indirectly. Therefore, there is no 
metric to measure the stock of the available technology or its change. Any empirical 
inference about technical change is based on observations and as such, by definition, is 
restricted to the implemented, rather than the available, technology. This is the domain 
of the empirical analysis. 



Ch. 1: Production and Supply 

OUTPUT/LABOR 

17 

;E 

o ~, ~ k2 CAPITAL-LABOR RATIO 

Figure 1. Resource constraint and the choice of technique. 

The distinction between the available and implemented technology is not trivial if 
there is more than one available technique. In this case, the choice of the implemented 
techniques can affect the calculation of the change in the total factor productivity (TFP). 
To illustrate the issue, Figure 1 presents two production functions describing, say, tra- 
ditional ( f l )  and modern (f2) techniques. The horizontal axis measures the input ratio, 
say capital-labor ratio, and correspondingly, the vertical axis measures the average labor 
productivity. Initially, only the traditional technique is available, and output is at point 
A with input ratio k0. The response to the appearance of the modern technique may 
take various forms depending on the constraints to its implementation and the market 
conditions. If the sector is a price taker, production changes from point A to point M 
with input ratio of k2. The total change in output, YM/YA, is decomposed to the input 
effect, Y8/YA,  and the relative change in the TFP, YM/liB. The point YB is obtained 
by extending the line tangent to the production function at point A to point B with 
capital-labor ratio k2. If the supply of capital is initially perfectly inelastic, the input 
ratio remains at k0, and resources are allocated to the two techniques to produce the 
output given by point N. This movement generates a relative change in TFP of YN/YA. 
As more capital becomes available, the movement will be along the tangent line from N 
to M. This movement from point N on is explained exclusively by the input change and 
thus shows no change in the TFP. Consequently, the resulting TFP is different from that 
obtained in the case of perfectly elastic factor supply. The discussion abstracts from 
the question of time needed to travel on each path. Actual calculations are done for 
data collected for calendar time, say a year. The results will differ with the changes in 
the pace of the yearly movement. However, when the annual results are integrated, the 
final outcome will depend on the path followed by the economy. Obviously, the path 
taken under a resource constraint will give a smaller value to the TFR In this sense, 
the difference in empirical calculation of the TFP is path-dependent. The reason for the 
difference between the two results to the same change in the available technology is 
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related to the change in the factor prices, or marginal productivity. The appearance of 
a new technique which is both capital-intensive and more productive increases the de- 
mand for capital. When the capital supply is not perfectly elastic, its price (or its rental 
rate) will increase so as to internalize all or part, depending on the supply elasticity, of 
the technical change. Specifically, when capital is initially fixed, the subsequent move- 
ment from N to M is fully accounted for by the change in capital availability. Thus, 
in the first case the contribution of the input is obtained by using the same marginal 
productivity in the base and new technology, whereas in the second, when the two tech- 
niques coexist, the marginal productivity of the scarce resource increases and that of the 
other resource declines. The resulting change of weights absorbs some of the technical 
change and assigns it to the inputs. 

This is a remarkable result. The technical change might be of considerable magnitude 
and still may escape the measurement. This is the case where the bias of the technical 
change is in the direction of a scarce input. This applies not only to physical capital but 
also to human capital, and specifically to the level of education. It is in this sense that 
education is a carrier of technology. The literature discusses the slowdown in productiv- 
ity changes in the US economy during the 1970s. Such a phenomenon is consistent with 
the process analyzed above where there is a change in technology but it is not captured 
by the calculation of productivity. The discussion is also related to adjustments in qual- 
ity done in the calculation of changes in the TFR The importance of the quality is an 
outcome of the technical change, and if it is considered as a contribution of the inputs, 
it takes away from the TFR Thus attempts to eliminate the residual technical change 
by such adjustments grossly underestimate the importance of technical change (see for 
instance [Griliches and Jorgenson (1966)]. 

The implication of heterogeneous technology for empirical analysis was formulated 
in [Mundlak (1988, 1993)]. It is outlined in the following section. The approach was ap- 
plied empirically to time series studies ([Mundlak et al. (1989)], for Argentina; [Coey- 
marts and Mundlak (1993)], for Chile; and [Lachaal and Womack (1998)], for Canada). 
We will now use this framework to interpret the empirical analysis of cross-country 
data. 

1.6. Heterogeneous technology 

Let x be the vector of inputs and Fh (x) be the production function associated with the 
hth technique, where Fh is concave and twice differentiable, and define the available 
technology, T, as the collection of all possible techniques, T = {Fh (x); h = 1 . . . . .  H}. 
Firms choose the implemented techniques subject to their constraints and the environ- 
ment within which they operate. We distinguish between constrained (k) and uncon- 
strained (v) inputs, x = (v, k), and assume, without a loss of generality, that the con- 
strained inputs have no alternative cost. The optimization problem calls for a choice of 
the level of inputs to be assigned to technique h so as to maximize profits. To simplify 
the presentation, we deal with a comparative statics framework and therefore omit a 
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time index for the variables. The Lagrangian equation for this problem is 

L ~ - ~ p h F h ( V h ' k h ) - - Z W V h - - ) ~ ( ~ h  h 

subject to Fh(.) ~ T; vh >>- 0; kh >>- O, 

(13) 

where Ph is the price of the product produced by technique h, w is the price vector 
of the unconstrained inputs, and k0 is the available stock of the constrained inputs. The 
solution is characterized by the Kuhn-Tucker necessary conditions. Let s = (k, p, w, T) 
be the vector of state variables of this problem and write the solution as: v h (s), k h (s), 
X* (s). The optimal inputs v~, k~ determine the intensity at which the hth technique is 
implemented, where zero intensity means no implementation. The optimal output of 
technique h is y/~ = Fh(v[~, k~), and the implemented technology (IT) is defined by 
IT(s) = { Fh (Vh, kh); Fh (V~, k~) • O, Fh E T}. 

The essence of the analysis is that the implemented technology is endogenous and 
determined jointly with the level of the unconstrained inputs conditional on the state 
variables. This result cannot be overemphasized, and it is essential for the interpretation 
of all the empirical results, regardless of specification. Of particular importance is the in- 
terpretation of the aggregate production function which expresses the aggregate of out- 
puts, produced by a set of micro production functions, as a function of aggregate inputs. 
This function is not uniquely defined because the set of micro functions actually imple- 
mented, and over which the aggregation is performed, depends on the state variables and 
thus is endogenous. A change in the state variables causes a change in the implemented 
technology and in the use of inputs. It is in this sense that the function is endogenous 
and as such not identified. It can be identified if there are deviations from the first-order 
conditions. Given such deviations, we get an empirical function as F(x,  s). This func- 
tion has a second degree approximation which looks like a Cobb-Douglas function, but 
where the elasticities are functions of the state variables and possibly of the inputs: 

In Y = F(s)  + B(s, x ) l n x  + u, (14) 

where y is the value added per worker, B(s, x) and F(s)  are the slope and intercept of 
the function respectively, and u is a stochastic term. This expression is given below a 
more descriptive structure which leads to an approach in its estimation which requires 
the knowledge of factor shares. The factor shares needed for this approach were not 
available in the cross-country application reviewed below, and therefore we do not go 
into it. 

Variations in the state variables affect F(s)  and B(s, x) directly as well as indirectly 
through their effect on inputs: 

O lny/Osh = OF(.)/Osh + lnx[OB(.)/Osh] q- B(.)[O lnx/Osh]. (15) 

The last term shows the output response to a change in inputs under constant technology. 
The innovation in this formulation lies in the response of the implemented technology to 
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the state variables as shown by the first two terms on the right-hand side. The elasticities 
have a time index, which is suppressed here, indicating that they vary over the sample 
points. Because the state variables have a large spread across countries, the coefficients 
of the Cobb-Douglas function are expected to change accordingly. This is the reason 
for the lack of robustness in the results. 

When the available technology consists of more than one technique, a change in the 
state variables may cause a change in the composition of techniques in addition to a 
change of inputs used in a given technique. In this case, the empirical function is a 
mixture of functions and as such may violate the concavity property of a production 
function. Consequently, the evaluation of empirical results should deal with the role of 
the state variables in production in addition to that of the inputs (or their prices in the 
case of dual functions). Some state variables are included in many of the studies without 
a reference to an explicit theory. 

The state variables can be classified in the following groups: constraints, incentives, 
available technology, physical environment, and the political environment. There is no 
clear-cut separability between inputs and state variables. For instance, when capital is a 
constraint, its coefficient in the production function will reflect not only its productivity 
in a given technique but also its contribution to output through the change in the compo- 
sition of the implemented techniques. A similar argument applies to the role of prices in 
the empirical dual functions. It is conjectured that future progress in the empirical anal- 
ysis of production will have to deal more explicitly with the role of the state variables 
within a coherent framework. In this review, we concentrate on the role of inputs and 
limit our discussion of the state variables to serve this end. As such, it is incomplete but 
still serves a starting point to stir thinking on the subject. 

1.7. Cross-country studies 

The considerable spread between countries in agricultural productivity, in resource use, 
and in the economic and physical environment provides an important source of informa- 
tion for testing our understanding of the factors that determine productivity. The cross- 
country analysis of Bhattacharjee (1955) had no follow-up until the revival by Hayami 
(1969, 1970) and Hayami and Ruttan (1970). This revival added important variables 
that were missing in the original paper, namely measures of some capital components 
(livestock and machines) and of education. 

The underlying assumption of these studies is that all countries use the same pro- 
duction function. But this assumption lacks empirical support. To get an idea of the 
prevailing heterogeneity, we can compare the elasticities obtained in the earlier cross- 
country studies (Table 1) with those obtained from country studies listed in footnote 7. 
For an order of magnitude, we refer to the values Hayami and Ruttan used in their exer- 
cise for sources of growth differences between countries: labor 0.4, land 0.1, livestock 
0.25, fertilizers 0.15, machinery 0.1, education 0.4, and research and extension 0.15. 
As to the sum of elasticities, in their analysis for 1960, the estimates were in the range 
of 0.95-0.98. The exercise attributes about two thirds of the output differences among 
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Table 1 
Estimated production elasticities - cross country 

21 

Study Period Sample Labor Land All Comments 

Bhattacharjee (1955) 1948-1950 

Hayami (1969) 1960 

Hayami & 1955, 1960, 
Ruttan (1970) 1965 

Nguyen (1979) 1970 
1975 

Mundlak & 1960-1980 
Hellinghansen (1982) 

Antle (1983) 1965 

Kawagoe, Hayami, 1960, 1970, 
& Ruttan (1985) 1980 

22 countries .30 .36 1.00 

38 countries .45 a .20 a 1.00 a Elasticities used for 
productivity measures. 

38 countries .40 b . l0 b 1.00 b Elasticities used for 
productivity measures. 

40 countries .38 .02 0.99 Regression includes 
35 countries .37 -.03 0 . 9 2  education. 

58 countries c .46 .16 1.00 Uses principal 
components method. 

66 countries .33 .17 0.92 Includes infrastructure 
and education. 

43 countries .45 d .10 d 1.00 d Elasticities used for 
productivity measures. 

a Range of coefficients: Labor .43-.53, Land. 18-.25, Sum 0.964).97. 
b Range of coefficients: Labor .34-.49, Land .06-. 12, Sum 0.94-0.98. 
c Data is pooled for time period. 
d Range of coefficients: Labor .41-.55, Land .01-.10, Sum 1.01-1.10. 

countries to input differences and one third to differences in human capital. Subsequent 

studies updated and extended the analysis. 
Nguyen (1979) updated Hayami and Ruttan results by computing regressions for 

1970 and 1975. The results are similar to those obtained by Hayami and Ruttan with 
two exceptions: the elasticity of machines increased with time, 18 and the elasticity of 

fertilizers declined and approached zero in 1975. He finds that when education is mea- 

sured as a sum of primary and secondary education, it is not significant, but secondary 

education alone is significant. He takes the view that the secondary education has a 
causal effect on productivity. Alternatively, we can interpret this result as indicative that 

education is endogenous, and higher productivity increases the demand for education. 
The adjustment to a changing economic environment is at the margin, and this places 
the emphasis on secondary education. 

Kawagoe and Hayami (1983) and Kawagoe, Hayami, and Ruttan (1985) further up- 
date the analysis to include 1980. Like Nguyen they test for a change of coefficients over 
time and state that the production elasticities of conventional and nonconventional in- 

puts remained largely the same, although some pronounced changes occurred between 
1960 and 1980: the elasticity of labor declined from 0.53 to 0.41, machinery increased 
from 0.04 to 0.12, fertilizer increased from 0.13 to 0.25, and land increased from 0.04 

18 Similar results were obtained by Shumway, Talpaz, and Beattie (1979) for the US. 
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to 0.08. Thus, there is no evidence of  land-saving technical change. It is hard to think 
of  fertilizer share as being as high as 0.25, which is also in direct contrast to the results 
obtained by Nguyen, in which the fertilizer elasticities were approaching zero. 

Another deviation from the earlier results of Hayami and Ruttan is a sum of elastic- 
ities for developing countries of  about 1.3, which they take as evidence of  increasing 
returns to scale. This magnitude affects the growth-accounting exercise because, as in- 
dicated by Equation (12), an increase in the input weights used for calculating TFP 
increases the contribution of  the aggregate input and reduces the TFR This explains 
their conclusion that the cross-country differences in output are mainly due to differ- 
ences in inputs with a very small role for the residual, under 7 percent and as low 
as - 5 . 5  percent. This conclusion on negligible change in the TFP is similar to that 
reached by Griliches (1964). As we argue below, they both are the outcome of biased 
coefficients which exaggerate the relative importance of  the inputs. This interpretation 
is supported by the results reported by Kislev and Peterson (1996) who computed the 
Hayami-Ruttan regressions with country dummies, and the sum of elasticities declined 
from 1.32 to 1.077, with the latter not significantly different from 1. 

A search for variables that represent the shift in the productivity level in the context 
of  cross-country studies led Evenson and Kislev (1975) to emphasize research, and 
Antle (1983) to emphasize infrastructure. The problem with this group of  variables is 
that some of  them are unobservable, others are measured in some countries and not in 
others, and finally, because of  multicollinearity, regressions do not support all of the 
variables that are actually used in the analysis. 19 

An implicit questioning of  the assumption of  uniform technology is detected in the 
work of  Hayami and Ruttan when they divide the countries into two groups, developed 
and developing. This would imply that the technology changes with the level of  de- 
velopment. However, this classification is not sufficiently informative because neither 
group is homogeneous. To introduce the impact of  the level of  development, it is more 
informative to include an income variable in the regression. This procedure opens up 
the door for extending the analysis to allow for heterogeneous technology. Mundlak 
and Hellinghausen (1982) remove the assumption that all countries e m p l o y  the same 
production function. Instead, it is assumed that all countries have access  to the same  

t echno logy  and they differ in the implementation of  the technology, in line with O. 11. 
The variables postulated to affect the choice of  technology, referred to as state variables, 
were resource endowment and the physical environment. The resource constraint con- 
sists of  physical and human capital. As no information was available on the individual 
components of  this constraint, it is represented in the study by the per capita total out- 
put in the country. The results show a great spread in the estimates across countries and 

19 As Evenson and Kislev (1975) noted, "... with the inclusion of research variable, the fertilizer variable 
declines in size and significance, the same being true about the schooling coefficient .... These two variables, 
together with the technical education variable, served in the original Hayami and Ruttan analysis as proxies for 
human capital and research. These proxies are effectively replaced by genuine research variable ..." (p. 180). 
A somewhat similar result was obtained by Antle (1983) with an infrastructure variable. 
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over time which is accounted for, in part, by differences in the physical and economic 
environment. 

All these results provide clear evidence for the lack of robustness of the empirical re- 
sults, which is consistent with O. 1. One possible way to stabilize the results is to choose 
a more flexible functional form than the Cobb-Douglas. The major changes that were 
introduced were the constant elasticity of substitution (CES) function by Arrow et al. 
(1961) and the translog function by Christensen, Jorgenson, and Lau (1973). The CES 
function generalized the Cobb-Douglas function by allowing a constant elasticity of 
substitution to differ from 1. The translog function is an example of a flexible function, 
a function that allows a second degree approximation to a production function. The few 
experiments with the CES function in agricultural economics did not prove it to be sig- 
nificantly different from Cobb-Douglas, and therefore it was not widely applied. 2° The 
situation is different with quadratic functions that have been widely used since the early 
1970s, largely in connection with the dual approach, as reviewed below. From the van- 
tage of the present discussion, we note that the main feature of a quadratic production 
function is to make the marginal productivities, or the production elasticities, depend 
on the input combination for which these coefficients are calculated. Thus, we can still 
postulate that all producers (or countries) use the same production function and their 
production elasticities vary with their choice of inputs. 

Alternatively, it is possible that the producers do not use the same production func- 
tion and the choice of the function is an economic decision. The variability in the state 
variables that exist in cross-country data offers an opportunity to gain an insight to the 
determinants of resource productivity. For instance, the available technology, common 
to all countries, varies over time. On the other hand, capital constraints and the phys- 
ical environment are country specific. There are three processes which can be studied 
by decomposing the country-panel data to three orthogonal components to yield the 
regression 21 

Yit - -  Y.. = (x i t  - -  Y i .  - -  X . t  + X . . ) w ( i t )  + (X.t - -  x . . ) b ( t )  q- ( X i .  - -  x . . ) b ( i )  

eit ,  (16) 

20 Hayami (1970) tried several modifications to the cross-country analysis. He found that a Cobb-Douglas 
function is not rejected when the maintained hypothesis is a CES function and that Nerlove-type distributed 
lags as well as serial correlation correction as suggested by Griliches gave "implausible results". Heady and 
Dillon (1961 ) discuss various functional forms used in agricultural research, including the quadratic function. 
Fuss, McFadden, and Mundlak (1978) discuss functional forms used in economic analysis. For an interpreta- 
tion of the literature on the elasticities of substitution and their relationship to functional forms, see Mundlak 
(1968). 

21 Regressions that use time and country dummies provide estimates of w(it), those that use only country 
dummies provide estimates of matrix-weighted averages of w (it) and b(t), those that use only time dummies 
provide estimates of matrix-weighted averages of w (it) and b(i), whereas regressions without time or country 
dummies provide estimates of matrix-weighted averages of all three coefficients in Equation (16). It is in this 
sense that the three sets of coefficients in Equation (16) constitute a canonical set. 
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Table 2 
Cross-country panel 

Within 
time and country Between time Between country 

Variable Estimate t-score Estimate t-score Estimate t-score 

Inputs; 
Capital 0.37 6.90 1.03 6.01 0.34 13.13 
Land 0.47 3.78 -0.03 -2.82 
Labor 0.08 -0.16 -0.16 0.26 13.67 
Fertilizer 0.08 1.53 0.14 0.33 0.43 21.91 
Technology: 
Schooling 0.09 0.55 -0.28 -0.06 0.02 0.52 
Peak yield 0.83 3.80 -0.32 -0.07 0.06 4.19 
Development 0.52 3.36 -0.21 -0.33 0.31 2.97 
Prices: 
Relative prices 0.04 1.78 0.02 0.09 0.01 1.95 
Price variability -0.03 -0.97 -0.07 -0.26 -0.08 -2.82 
Inflation -0.00 -0.75 0.04 0.71 0.07 4.25 
Environmental: 
Potential dry matter 0.16 2.68 
Water availability 0.44 7.96 

Note: R-square for 777 obs. = .9696, 1970-1990, 37 Countries. Source: Mundlak, Larson, and Butzer (1999). 

where y is log output, x is log input (or a vector of inputs), a dot in the subscript 

indicates an average over the missing index, w( i t ) ,  b( t ) ,  and b( i )  are the regression 

coefficients of the within-country-time (or, simply, within), between-time, and between- 
country variables respectively. 

The between-time process captures the impact of changes over time in the state vari- 

ables common to all countries such as changes in the available technology (technical 
change). The between-country process captures the impact of the country-specific vari- 

ables that take place when the available technology is held constant, but other state 
variables differ across countries and contribute to the differences in the implemented 

technology. Finally, the within-country-time process represents the effect of changes in 

the outputs, inputs, and state variables when the available technology and the country- 
specific environment are held constant and thus comes closest to a production function 
representing what we refer to as the core technology. 

This approach was used by Mundlak, Larson, and Butzer (1999) in the analysis of a 
sample of 37 countries for the period 1970-1990. The study differs from other studies 
in that it uses a new series of agricultural capital and in the state variables that were 
included. This choice of variables limited the sample to countries which had all the 

required information. We will concentrate here on the coefficients of the conventional 
inputs. The results are summarized in Table 2, which presents the estimated elasticities 
for the three regressions where the dependent variable is the log of agricultural GDR 
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A striking result is the relative importance of capital. The capital elasticity is 0.37 
for the core technology and 0.34 in the between-country regression. This result is quite 
robust to various modifications of the model and to the disaggregation of capital. On the 
other hand, the capital elasticity in the between-time regression is 1.03. This represents 
the response common to all countries in the sample. It indicates that, on average for the 
sample, an increase in capital was accompanied with a proportional increase in output. 
This strong response is consistent with the view that physical capital has been a con- 
straint to agricultural growth. This empirical proposition is well illustrated by McGuirk 
and Mundlak (1991) in the context of the Green Revolution. 

The between-time regression shows that the shift to more productive techniques is 
associated with a decline in labor. The labor coefficient in the core technology is also 
relatively low, whereas that of the between-country regression is more in line with the 
other cross-country studies. The low labor elasticity obtained for the core technology 
and the between-time regressions is an indication of the labor-saving technical change 
in agriculture, which is consistent with the slight decline of labor over time. This is not 
news, but it is emphasized here because it comes out of an integral view of the process 
which separates between the core technology and the changes that took place over time 
and between countries. These results highlight the importance of capital in agricultural 
production, an attribute critical in the understanding of agricultural development and its 
dependence on the economic environment. This indicates that agricultural technology 
is cost-capital intensive compared to nonagriculture. 22 

This last conclusion is further reinforced by the magnitude of the land elasticity in 
the core technology and is at variance with the view that land is not an important factor 
of production in modern agriculture. This view is based on an incorrect reading of the 
data where no distinction is made between changes in the technology and the movement 
along a given production function. The sum of capital and land elasticities is around 0.8 
in various formulations, making it clear that agriculture should be more sensitive than 
nonagriculture to changes in the cost of capital, and less to changes in labor [Mund- 
lak et al. (1989)]. This value of the sum is a bit high compared to the literature. It is 
possible that a different choice of countries and time periods would lead to somewhat 
different results. However, a sum of 0.8 for land and capital elasticities leaves room for 
the conclusion on the importance of capital to remain intact. 

The introduction of state variables to account for technology, prices, and physical 
environment results in a production function that displays constant returns to scale and 
thus avoids the pitfalls of previous studies and the misguided conclusions that followed. 
Using the within elasticities from Table 2 and the median growth rates for the sample, 
we see that aggregate input and total factor productivity residual technical change each 
accounts for about one half of the total output growth of 3.82 percent per year. This 
evaluation of the contribution of aggregate input is substantially smaller than the rate 

22 We say that a technology is cost-capital intensive with respect to a reference technology if its factor share 
of capital is larger than that of the reference technology. 
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reported in the cross-country studies referred to above. These studies use the between- 
country estimates where the weight of fertilizers is high and that of  land is low. The me- 
dian growth rate of  land in the sample was 0.12 percent and that of  fertilizers was 3.04. 
The difference in the elasticities of  these two variables accounts for much of  the differ- 
ence in the growth accounting. In addition, the studies that report increasing returns to 
scale overstate the role of  inputs and understate the role of  technical change. 

1.8. The rate of technical change 

As indicated above, all measures of  technical change refer to changes in the imple- 
mented technology and thus report not only on the advances in knowledge but also on 
its implementation. Direct measures deal mainly with changes in the TFP and not with 
its bias. The latter is the subject of  the studies based on duality to be discussed below. 
We summarize some results to give orders of  magnitude to the changes in the TFP and 
its importance. 

Ball (1985) calculates total factor productivity growth using constructed Tornqvist- 
Theil indexes of  outputs and inputs for US agriculture for the period 1948-1979 based 
on data adjusted for quality variations. The inputs are labor, capital, and intermediate 
inputs, such as energy, agricultural chemicals, feed and seed, and miscellaneous. The 
result is average annual growth of  productivity of  1.75 percent as compared with 1.7 
percent obtained from USDA data. Capalbo and Vo (1988) review the evidence on agri- 
cultural productivity, and their result for 1950-1982 is TFP of 1.57 as compared to 1.95 
as obtained by the USDA for the same period. 23 Ball et al. (1997) present the production 
accounts for US agriculture for the period 1948-1994 and report growth rates for the 
period and subperiods, based on Fisher indexes. The average growth rates for the period 
as a whole are 1.88, -0 .07 ,  and 1.94 percent for production (including intermediate 
products), aggregate input, and TFP, respectively. 24 Note that, because of  the decline 
in the aggregate input, the growth in the TFP is larger than that in production. This re- 
sult is extremely different from the studies based on cross-state data for the US, which 
attribute most of  the change in output to inputs rather than to productivity. However, 
it is similar to the 1.9 percent growth result obtained by Mundlak, Larson, and Butzer 
(1999) for 37 countries for the period 1970-1990 discussed above. 

23 The cost shares were: 
Year L a b o r  Equipment Land & Chemicals Energy  Other 

& livestock structures 
] 960 0.24 0.25 0.16 0.04 0.04 0.26 
1980 0.11 0.21 0.41 0.06 0.04 0.17 

The average annual growth rates were: output 1.76, labor -1.32, family labor -3.09, equipment 2.04, animal 
capital 0.38, structures and land 0.1, fertilizer 5.01, pesticides 6.07, energy 1.58, other materials 1.2, and all 
inputs 0.17. 
24 The change in the TFP during 1948-1979 is approximately 1.47 percent - a figure derived from Ball et 
al.'s (1997) results - which is lower than the figure reported in [Ball (1985)]. The difference is due to the 
changes in the measurement of the variables. 
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Jorgenson and Gollop (1992) compare the postwar productivity performance of US 
agriculture with sectors in the private nonfarm economy using the total price function. 
Productivity growth explains 82 percent of economic growth in agriculture, but only 13 
percent in the private nonfarm economy. The average annual growth rate of TFP growth 
in agriculture during 1947-1985 was 1.58 percent, nearly four times larger than that of 
the rest of the economy. 

Rosegrant and Evenson (1992) examine total factor productivity growth and its 
sources in the crops sector in India, using district panel data for the period 1956-1987. 
They first compute TFP and second explain its variations in terms of variables repre- 
senting investments in research, extension, human capital, and infrastructure. TFP in 
the Indian crops sector grew during the period 1957-1985 at an average annual rate of 
one percent, and this accounted for about one third of total output growth in that sec- 
tor. The growth rate for the same period was 0.78 in Bangladesh and 1.07 in Pakistan. 
Research, extension, domestic and foreign inventions, and adoption of modem varieties 
show statistically significant, positive impacts on TFP. The effect of the proportion of 
area irrigated on TFP is slightly negative, indicating that irrigation has no additional 
effects on productivity except through its contribution to total input levels. In any case, 
this procedure is only adequate if the coefficients estimated in the first stage are inde- 
pendent of the variables that explain the changes in the TFR This is a strong assumption 
that needs empirical support, and it is inconsistent with the result reported in [McGuirk 
and Mundlak (1991)]. The new productive varieties are more intensive in irrigation and 
fertilizers, which have been scarce resources. 

1.9. P r i m a l  e s t i m a t e s  - s u m m a r y  

The centerpiece in primal estimation is the Cobb-Douglas function. This approach does 
not impose competitive conditions but instead submits them to empirical testing. Such 
testing often shows a difference between the factor shares and the estimated produc- 
tion elasticities. This is not an absolute rejection of the prevalence of the competitive 
conditions but rather a conditional result, based on the model used and the statistical 
procedure. Still it is indicative that wide gaps may exist. 

Tables 1 and 2 present selected summary results of the studies reviewed as well as 
others with a similar message. It is noted that the elasticity of labor never exceeds 0.5, 
and in most cases it varies in the range of 0.25 to 0.45. This value is well below the 
elasticity of labor in nonagriculture. 25 If we consider all nonlabor income as capital 
income, the result supports the position that agriculture is cost-capital-intensive and 
therefore is less susceptible to increases in the wage rate than nonagriculture. Also, the 
labor elasticity declines with time, indicating that the technical change was labor-saving. 

25 In most studies on agriculture, output is measured as production, which includes raw materials, whereas 
production analysis in nonagriculture is conducted in terms of value added. Thus an exact comparison calls 
for applying the same output concept in both sectors. This was done in [Mundlak et al. (1989)] for Argentina, 
where it was found that the factor share of labor in agriculture is indeed lower than that in nonagriculture. 
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In country studies, the elasticity of land varies between zero in some cases to about 
one third. We interpret this elasticity to be a measure of the competitive position of 
agriculture. From the point of view of farm income it is meaningful to look at the sum 
of labor and land elasticities, and this sum is fluctuating around 0.5. 

The sum of elasticities of farm inputs (that is, inputs decided on by the farmer, in 
contrast to public inputs) is used as a measure of economies of scale. In some studies 
based on cross-sectional data this sum is larger than 1; this was taken by the authors as 
evidence of increasing returns to scale. We attribute this result to statistical bias. 

One justification for estimating production functions is to provide weights for the 
computation of technical change. However, this approach has not provided any substan- 
tive advantage as compared to the use of factor shares, even though they may not be 
the same as the production elasticities. The reason is that mistakes in specification and 
interpretation of statistical studies are often greater than the discrepancies between the 
factor shares and the true production elasticities. An example is the error involved in 
the finding of increasing returns to scale and its incorporation in the computation of 
total factor productivity that leads to the elimination of the residual in a comparison of 
growth over time or productivity differences across countries. It is tempting to specu- 
late that such a procedure was motivated by the belief that all growth can be accounted 
for and therefore there should be no residual. As we take an opposite view, we do not 
feel that the loss of explanation involved in the reduction of the sum of elasticities to 
1 causes any loss in insight; on the contrary, it directs our attention to search for an 
understanding of the process. 

An important feature common to many of the studies is lack of robustness of the 
estimates and their dependence on the variables used and the sample coverage. This 
finding contributed to a search in three directions: 1. Overcoming the simultaneous- 
equations bias caused by the endogeneity of the inputs. As we shall see in the next 
section, dual estimates that were supposed to solve this problem do not produce more 
robust results. 2. Algebraic form of the production function. Indeed, the Cobb-Douglas 
function is restrictive, but natural generalizations enlarged, rather than shrank, the range 
of results. 3. Allowing for the endogeneity of the implemented technology. This approach 
utilizes the variability to improve our insight of the observed productivity differences 
over time and across countries. 

2. The duality culture 

Quadratic production functions, by their nature, contain many variables that are corre- 
lated, and therefore the estimated parameters suffer from low precision (big confidence 
regions) to the extent that they often do not make sense. To overcome this problem, the 
common procedure is to estimate the production function parameters by fitting the fac- 
tor shares, with or without the constraint of the production function itself. The implicit 
idea is that the variations observed in the factor shares in the sample can be attributed 
to differences in input ratios, or said differently, to different locations on the production 
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function. Judging by the trend in the literature, the estimates of such functions, the most 
popular being the translog function, were not satisfying, and therefore a rescue was 
sought in the form of profit or cost functions. By this shift, the factor shares become 
functions of prices rather than of quantities. This shift is somewhat arbitrary in that it is 
not backed by any justification. We should note that the basic idea of duality is that each 
point on the production function corresponds uniquely to a vector of price ratios. The 
converse does not hold in general unless a strong assumption on the nature of the pro- 
duction function is imposed. Once this is imposed, then variations in prices cause, and 
therefore reflect, variations in quantities. This exhausts their information about tech- 
nology. Hence, if regressing the shares on quantities was not satisfactory, why should 
prices do a better job? A plausible possibility is that the price variations cause not only 
movements along a given production function but also movements across production 
functions. This possibility is not part of the literature, but it is part of the more general 
framework of our discussion. 

Under duality, the technology is summarized by profit, cost, or revenue functions, 
referred to as dual functions. The profit function is expressed in terms of factor and 
product prices, the cost function is expressed in terms of the factor prices and output, and 
the revenue function is expressed in terms of the product prices and inputs. In time-series 
analysis, each of these functions includes a measure of changes in technology, usually 
time trend. Also, the profit or cost functions are allowed to include some fixed inputs 
and thus are qualified as restricted or short run. Similarly, the revenue or profit functions 
can be restricted by the inclusion of a constraint on output (that is, a production quota). 

Duality theory became a standard subject in economic analysis in the late 1960s. 26 
It was adopted for empirical applications with some great hopes, but as with many 
innovations, the test of time has been less generous. There were several reasons for 
such hopes. For competitive firms, prices, unlike quantities, are exogenous and therefore 
when used as explanatory variables do not cause simultaneous-equations bias that is part 
of life in the primal estimation. This property is indeed valid but with a limited liability. 
First, it is not automatically applicable to data at the market or industry level. Second, 
it is unnecessary to estimate a dual function in order to utilize the exogeneity of prices, 
when this is indeed the case. 

More profoundly, the econometric literature was initially motivated by the ease that 
duality offers to characterize the production structure. 27 Interestingly, this view paves 

26 See [McFadden (1978, p. 5) and Jorgenson (1986)] for a brief review of the history of duality. 
27 "An alternative approach to production theory is to start directly from observed economic data-suppfies, 
demands, prices, costs, and profits. The advantage of such an attack is that the theory can be formulated 
in terms of causal economic relationships that are presumed [italics by YM] to hold, without intervening 
consmactive steps required on the traditional theory. Because this approach is not bound by computational 
tractability in the step from production technology to economic observations, the prospect is opened for 
more satisfactory models of complex production problems" [Fuss and McFadden (1978, p. vii)]. Similarly 
"[d]emand and supply can be generated as explicit functions of relative prices without imposing the arbitrary 
constraints on production patterns required in the traditional methodology" [Jorgenson (1986, p. 1843)]. 
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the way to avoid duality rather than to use it. Heuristically speaking, duality means that 
by following some rules (optimization), one can move from a production function to 
dual functions (or behavioral functions, namely product supply and factor demand) and 
return to the original function. 28 Thus knowing the production function, it is possible 
to move to the behavioral functions and vice versa. This is a simple journey under self- 
duality when both the technology and the dual functions have closed-form expressions. 
Examples are the Cobb-Douglas or the CES functions. The problem arises when self- 
duality does not exist, as is the case with the more complicated functional forms such as 
the quadratic functions. However, the move to duality in this case shifts the weight from 
one foot to the other in that it makes the derivation of  the behavioral functions direct, 
but ignores the fact that questions asked about the production function itself require the 
exact indirect computations that were to be avoided by moving to the dual functions. 29 

For instance, given the profit, or cost, function, what is the marginal productivity of  an 
input, and how is it affected by the input ratios? The answer to the first question is sim- 
ple because by construction the competitive conditions are imposed, and therefore the 
marginal productivity is equal to the real factor price. The dependence of  the marginal 
productivity on the other inputs is a question that has only a complicated answer, except 
when the function is self-dual. The empirical (econometric) literature on duality does 
not ask these questions. Thus it appears that duality is just a name, and the property 
is not fully exploited in the sense that the estimated behavioral functions are not used 
to answer questions related to relationships between inputs and outputs. However, the 
progress made in the ease of  obtaining numerical solutions makes it possible to move 
from one system to the other; therefore this should cease to be an important considera- 
tion. The choice of  whether to estimate a primal or a dual function should then be made 
on the basis of  other criteria, such as statistical precision, and as argued in [Mundlak 
(1996a)] the dual approach to the study of  the production structure is generally inferior 
to the direct approach. In this section we review a sample of  the empirical work related 
to agriculture. 3° 

The combination of  duality and the use of  quadratic functions has extended the anal- 
ysis to cover topics related to the properties of the production structure and comparative 
statics that, with some exceptions, 3J had not been part of  the agenda of  most studies at 
the time and thereby extended the area of  inquiry. Of particular interest is the attempt to 
fit production systems that are consistent with the assumptions of  comparative statics. 

28 For a formal discussion, see [Diewert (1974)]. 
29 It is therefore not surprising that a recent survey of duality contributions in production economics chooses 
to devote "[p]rimary attention ... to alternative ways of measuring output supply and input demand functions 
rather than identifying the production function" [Shumway (1995, p. 179)]. The fact is that there is little to 
survey on the other subjects. 
30 Shumway (1995) provides references to additional works. The survey by Jorgenson (1986) covers appli- 
cations in other sectors. 
31 For instance, Mundlak (1964b) uses the second order conditions of optimization to rule out the Cobb- 
Douglas function as a legitimate multi-product function. 
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But this is done at the cost of ignoring the subjects covered in the eleven observations 
made above (with the exception of 0.7 and 0.8). 

To fully describe all the properties of comparative statics, the single-output function 
with m inputs, or the corresponding dual function, should have at least (m + 1)(m + 
2)/2 parameters [Hanoch (1975)]. A quadratic function that maintains the symmetry 
conditions has exactly this many parameters, and as such it is considered flexible in the 
sense that it can provide a second order approximation to the unknown true production 
function. 32 But since inputs tend to move together, it is statistically difficult to estimate 
the function directly with precision, and therefore the procedure has been to fit factor 
shares to the data. It is in this respect that such procedures are basically an extension of 
the factor share estimator. 

For the dual functions to describe a production system consistent with comparative 
statics, they have to maintain some properties that can be tested empirically. The less 
trivial ones are monotonicity and convexity (or concavity, as the case may be). When 
the estimation is of factor demand or product supply, the monotonicity imposes signs 
on the first derivatives of the dual functions, whereas convexity imposes conditions on 
the second derivatives of the dual functions, or more to the point on the sign of the 
Hessian matrix. If these conditions are not met, the system is inconsistent with profit 
maximization. Besides these regularity properties, the dual form is used to test various 
hypotheses about the production structure such as separability, homotheticity, and the 
form of technical change. 

A major shortcoming of the approach is the difficulty in achieving the regularity 
conditions in empirical analysis, s3 Although duality is a micro theory, man,r of the 
studies use macro data. The studies vary in functional forms used, in the type o1 function 
used in the estimation, and in the questions asked. We will try to give the flavor of these 
studies by sampling some that are most oriented to our needs. 

32 The parameters in question are first and second order derivatives. Their value is likely to depend on the 
input and output combination and thus differ with the observations. Consequently, in the event of wide varia- 
tions in the sample, an approximation by a fixed coefficient function may be erroneous. 
33 In a survey of studies of US agricultural productivity, based mostly on duality, it was observed that " . . .  em- 
pirical results and theoretical consistency are sensitive to model specification . . . .  Many researchers found the 
translog to be ill-behaved over portions of the data set, that is, monotonicity and curvature properties hold 
only locally [Caves and Christensen (1980)]. This was also evident in many of the models presented in this 
chapter . . . .  not all the econometric models satisfied locally the monotonicity conditions and the curvature 
conditions" [Capalbo (1988, p. 184)]. And in another review: "The review exposed some of the limitations 
of existing research. For example, it is not clear what should be done with empirical models that violate 
theoretical properties" [Capalbo and Vo (1988, p. 124)]. More recently, " . . .  as most students of the existing 
empirical literature on agricultural supply response systems know, failure to satisfy convexity in estimated 
profit functions is not unique to this study" [Chambers and Pope (1994, p. 110)]. For additional supportive 
evidence, see also [Fox and Kivanda (1994) and Shumway (1995)]. 
This result had been anticipated: "Some expansions, such as the translog function ...  can never except in 
trivial cases satisfy monotonicity or convexity conditions over the entire positive orthant" [Fuss et al. (1978, 
p. 234)]. This reservation is related to the functional form. However, this is not all: the major difficulty comes 
from the fact that the implemented technology is not constant over the sample. 
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Early application of duality to the study of agricultural production was made by 
Lau and Yotopoulos (1972) and Yotopoulos, Lau, and Lin (1976). They used a Cobb- 
Douglas profit function. As Cobb-Douglas is a self-dual function, it was a straightfor- 
ward matter to obtain from the profit function estimates of the production function elas- 
ticities and to compare them with direct estimates of the same parameters. This compar- 
ison reveals some substantive differences. Unfortunately, such a numerical comparison 
of the dual and the primal estimates had no follow-up and has practically vanished from 
empirical analysis. 

2.1. Studies based on cost functions 

Define the restricted cost function 

C(w, k, y, t) = m~n[wv; y = F(v, k, t)], (17) 

where v is a vector of unrestricted (variable) inputs with prices denoted by w, k is a 
vector of constrained inputs which are assumed to have no alternative cost, y is a vector 
of outputs, and t is a technology index. By the envelope theorem (Shephard's Lemma) 

OlnC(w, k, y, t) 

0 In Wj 
=-Sj(w,k ,y , t ) .  (18) 

Various restrictions are imposed in empirical analysis; many of the studies assume that 
all inputs are unrestricted, in which case k is not part of the argument. In what follows, 
to simplify the notation we will use this assumption unless indicated otherwise. The 
empirical results depend on the structure imposed on the function. Several properties 
are of interest: 

Homotheticity: 

C(w,y , t )=g~(y)C(w, t ) ;  Hence, S j ( w , y , t ) = S j ( w , t ) .  (19) 

Neutral technical change: 

C ( w , y , t ) = A ( t ) C ( w , y ) ;  Hence, S j ( w , y , t ) = S j ( w , y ) .  (20) 

Homotheticity and neutrality: 

Sj(w, y, t) = Sj(w). (21) 

The cost function is expressed as a quadratic function in the variables or as a mono- 
tonic transformation of the variables, most commonly logarithmic, yielding the translog 
function. The share equations are then linear in the same variables. Unless indicated 
otherwise, the technology is represented by a time trend. The empirical analysis deals 
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with the estimation of the factor share equation under one of the above restrictions, often 
not tested empirically. There is no single central issue in these studies: different studies 
emphasize different topics. The most important ones are related to the behavior of factor 
shares with respect to changes in factor prices, the trend in the shares (time as an index 
of technology), and the effect of output when homotheticity is not assumed. Some stud- 
ies emphasize methodological aspects by testing the properties of the function needed 
to describe a production system consistent with comparative statics. 

Binswanger (1974) estimates a translog homothetic cost function from a cross-state 
data set for the US for the period 1949-1964. Agriculture is assumed to be a price- 
taker in all inputs, including land. He compares factor demand elasticities (evaluated at 
the mean) with those derived under the constraint of Cobb-Douglas. Except for land, 
the elasticities are near 1. They are close to the Cobb-Douglas-based elasticities for 
machinery and fertilizer but much lower for land ( -0 .34  as compared to -0.85).  This 
result can be attributed to the fact that the model assumes a perfectly elastic supply 
of land, but this is not the case in reality, and the estimates reflect the data that were 
generated by a fairly inelastic land supply. 

The cross-price derivatives of the cost function provide a measure of substitution. It is 
found that "[t]he best substitutes are land for fertilizer.. .  It was a surprise.. ,  to find that 
machinery is a better substitute for land than for labor" [Binswanger (1974, p. 384)]. To 
explain the result, note that in general shocks, and specifically technical shocks, are both 
land-expanding and land-augmenting [Mundlak (1997)]. Technical change in agricul- 
ture caused a decline in the product price and thereby suppressed its expansion effect, 
so that under the new technology less land was needed to produce the demanded output. 
The new techniques were more fertilizer-intensive and machine-intensive, resulting in 
the positive association between machines and fertilizers and the negative association 
of these two variables with land demand. 

The technical change is labor-saving and machine-using; the labor share declined at 
the average annual rate of 5.5 percent, and that of machines increased at the rate of 
2.5 percent. Regional dummies were significantly different from zero. The inclusion of 
regional dummies qualifies the estimates as within-region estimates. The fact that they 
are significantly different from zero indicates differences in regional productivity and 
that the explanatory variables need not be exogenous. 

Ray (1982) uses a translog cost function with two outputs, livestock and crops, in esti- 
mating the technology of US agriculture in 1939-1977. He imposes Hicks-neutral tech- 
nical change and finds decreasing returns to scale for aggregate output, indicating that 
technology is nonhomothetic. The reason for the decreasing returns can be attributed 
to the fact that not all the inputs are included in the analysis, and thus, the estimates 
are of a short-run cost function. The average annual rate of the technical change is 1.8 
percent. The own demand elasticities are less than 1. The substitution of hired labor 
for machines is much smaller than that between labor and fertilizers. Also, Ray finds 
substitution between labor and fertilizer, in contrast to Binswanger (1974), who claims 
complementarity. 
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Kako (1978) uses a translog cost function to study rice production in Japan in 1953- 
1970. Constant returns to scale is imposed, and technical change is measured by time 
trend with different slopes for three subperiods. The average percentage change in factor 
use during the period was: labor 2.6, machinery 3.9, fertilizers 4.4; the rice area did not 
change. Output grew at the rate of 2.7 percent. The input changes are decomposed to 
output effect, substitution (or price) effect, and technical change. The technical change 
was dominating for labor, whereas the output effect dominated the changes in fertilizers 
and machinery. Thus technical change was largely labor saving but had little effect on 
the other inputs. What picture does this finding portray of rice production? If the rice 
area did not change, it is not clear what changes in output could prompt an increase in 
machines. Perhaps part of the answer is related to the calculation of technical change. 
It is reported that 56 percent of the increase in output is attributed to technical change; 
thus, indirectly the use of machines is affected by technical change. We can think about 
these changes in terms of changes in the composition of techniques which became labor- 
saving and machine- and fertilizer-using. Finally, the fact that land did not change during 
the period is consistent with the view that land supply is far from being perfectly elastic 
as implicitly assumed in the formulation. As such, the results are likely to be distorted. 

Kuroda (1987) estimates a translog cost function using national averages data for 
Japan for the period 1952-1982 and concludes that " . . .  the production process of post- 
war Japanese agriculture was characterized neither by Hicks neutrality nor homothetic- 
ity. Biases . . .  reduced labor relative to other factor inputs . . . "  (p. 335). 

Lopez (1980) used a generalized Leontief cost function to study the structure of pro- 
duction of Canadian agriculture in 1946-1977. The paper emphasizes two subjects, 
tests for integrability and for homotheticity. A necessary condition for integrability is 
symmetry of the price coefficients in the derived demand equations. Integrability is 
not rejected, and it is concluded that there is a production function that can represent 
Canadian agriculture. The idea is that the cost function can be derived from this pro- 
duction function. This is the idea of duality, but things are not that simple. Below we 
question the validity of the assumption that market prices used in an analysis of macro 
data are exogenous and maintain the requirements underlying the derivation of a cost 
function. If the assumption is violated, the estimated coefficients of the cost function 
would be biased. Given that the integrability conditions are met, the fitted function may 
be integrated to an aggregate technology, but this is not the relevant one for Canadian 
agriculture. 34 By way of analogy, a negatively slopped line fitted to price-quantity data 
need not represent a demand, or supply, function, and it may be a combination of supply 
and demand functions. 

The factor demand equations include output and time trend. The output coefficients 
are significantly different from zero, indicating nonhomotheticity. The time coefficients 
were not significantly different from zero except for labor. This indicates neutral techni- 
cal change with respect to all inputs except for labor. However, when homotheticity was 

34 On this issue see [Mundlak and Volcani (1973)]. 
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imposed,  the time coefficients became significantly different from zero, and the signs 
were consistent with factor-augmenting technical change. This is another illustration of  
the tradeoff between the inclusion of  output and time trend in the equations. We discuss 
this finding below, The own-factor-demand elasticities are less than 1, cross-elasticities 
are all positive. Labor  is a substitute for all inputs except for land. 

Clark and Youngblood (1992) estimate a translog cost function for central Canadian 
agriculture (Ontario and Quebec) for 1935-1985 using a t ime-series approach instead 
of  including a time trend as a technical change measure. They concur with Lopez (1980) 
that technical change is neutral but output is an important variable in the shares of  land 
and fertilizers. 

2.2. What is the message? 35 

Factor shares in agriculture have undergone changes over time; particularly, the share of  
labor declined, that of  machinery and purchased inputs increased. How much of  these 
changes can be attributed to economic factors? The studies reviewed above indicate that 
some of  these changes were associated with changes in factor prices. Still, the major 
part of  the changes is attributed to changes in output or reflects the time trend. There is a 
tradeoff between the role of homotheticity and neutrality of  the technical change. When 
output was included in the equation, it tended to replace the role of  the time variable. 36 
This result is consistent with the fact that the new techniques are more productive and 
use different factor ratios than the old techniques. 

Two conceptual l imitations to the empirical  analysis of cost functions may distort the 
results. First, the cost function is derived for a price-taker agent and as such does not 
apply to macro data where prices are determined by market supply and demand. The 
factor demand is derived from the cost function, and therefore it is affected by shocks 
affecting the cost function. These shocks are thereby translated to the factor prices. In 
short, factor prices need not be exogenous. This limitation applies to all studies that use 
market  data - rather than firm data - including studies based on profit functions. This is 
not a trivial point because agriculture cannot be assumed to be a price-taker in the rural 
labor and capital markets, and definitely not in the land market. 

Second, a cost function is derived conditional on output, and this is interpreted erro- 
neously in empirical  analysis to mean that output is exogenous. In general, there is no 

35 Issues related to the choice of functional form are discussed by Chalfant (1984). He argues that the translog 
and the Generalized Leontief cost functions are less appropriate for modeling agricultural production since 
they do not result in negative own-demand elasticities of substitution for all inputs. However, the estimates 
resulting from the use of the Fourier flexible form also failed to satisfy the negative own elasticities for all of 
the factors (p. 119). Lopez (1985a) discusses similar issues for profit functions. 
36 This is also consistent with the conclusion of a survey by Capalbo (1988, pp. 184-185): "Nonhomothetic 
functions performed better than models that maintained neutral technical change or constant returns to scale, 
or both". Wide variations were obtained in the level and bias of technical change, although all the reported 
results indicate that the technical change was labor-saving and chemical and equipment-using, whereas the 
results with respect to land are ambiguous. 
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reason to believe that the marginal cost, and therefore output, is independent of shocks 
to the cost function. 37 This problem is not shared by profit functions. 

2.3. Studies based on profit functions 

The profit function provides a compact form to summarize a multiproduct technology 
and an efficient way to introduce the properties imposed by theory on this system. This 
possibility is utilized in the empirical analysis, and thus there is no direct comparison 
with results obtained from the cost function with a single aggregate output. Also, the 
profit function facilitates the examination of whether the technology is that of joint 
production [Chambers and Just (1989)1. 

The restricted profit function of an individual producer is defined by 

~ ( p ,  w,  k, T)  = m a x ( p y  - w v :  y ,  x c T ) ,  
y,v  

(22) 

where y is a vector of outputs; x is a vector of J inputs decomposed to variable, v, 
and fixed, k, components: x = (v, k) with dimensions (,Iv, Jk), Jv + Jk = J; T is the 
available technology set; p is the vector of product prices; and w is the vector of factor 
prices. It can be decomposed to conform to the decomposition of x. However, where 
ambiguity does not exist, such a decomposition is not made explicit. By the envelope 
theorem (Hotelling's Lemma) the product supply and factor demand functions are writ- 
ten: 

07r 0re 
Yi (p, to, k, T)  -- Opi' vj  (p, w, k, T)  = o'~wj" (23) 

The equations in (23) can be expressed also as shares. Like the cost function, the profit 
function is expressed as a quadratic function of a monotonic transformation of the vari- 
ables. Then, Equations (23) become linear in the same variables. 

Lopez (1984) estimates a Generalized Leontief profit function for Canadian agricul- 
ture, using 1971 cross-section data. The Hessian matrix (the matrix of the second partial 
derivatives of Yi and v j )  evaluated at the sample points has mostly the wrong sign, in- 
dicating that the profit function is not everywhere convex. The elasticities are generally 
low, particularly for supply (0.01 for crops and 0.472 for animal products). There is 
a gap between the variables used in the analysis and those assumed in the theoretical 
model. The paper suggests that there is sufficient variability across regions for a mean- 
ingful analysis, but this variability is in part spurious, reflecting quality variations; thus 
it is likely that the results reflect data problems. 

Antle (1984) uses a single product translog profit function to estimate input demand 
and output supply functions for US agriculture for 1910-1978. Technical change is 

37 An exception in nonagriculture is the interesting study by Nerlove (1963) of the power-generating plants 
where the output is demand-driven and as such is exogenous. 
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represented by time trend and time dummies for subperiods. 38 The findings lead to the 
acceptance of symmetry, convexity, and structural change in the postwar period and to 
the rejection of homotheticity, parameter stability, and neutral technical change. Also, 
he finds differences in the direction of the technology bias between the pre and postwar 
periods. 39 Scale effects are very important post-war and are not important pre-war. "It 
shows that changes in factor use were more a function of technical change and a scale 
change in the postwar period than in the prewar period. Thus, input use in the post- 
war period was apparently less price responsive over time than in the pre-war period" 
[Antle (1984, p. 418)]. This conclusion is consistent with the world of heterogeneous 
technology as discussed above. 

The low price elasticities are claimed to be consistent with those reported by 
Shumway (1983) and Weaver (1983) and as such are considered to be acceptable. This 
result is also consistent with many other studies of supply response reporting low supply 
elasticity. In our discussion of the subject at a later stage, the low elasticity is attributed 
to inelastic factor supply. Antle (1984) also suggests that his results are in line with 
induced innovations. 4° However, his argumentation indicates that the pace of the tech- 
nical change was related to the implementation rather than to the pace of changes in the 
available technology itself. 

Shumway and Alexander (1988) fit a system of five outputs and four inputs to US re- 
gional data for the period 1951-1982. They had to impose price linear-homogeneity, 
symmetry, and convexity. 41 It is indicated that the great variability of the results 
" . . .  clearly document the importance of considering regional differences in predict- 
ing the distributional effects of potential changes in economic conditions . . . "  (p. 160). 
Technical change was not Hicks-neutral. The own-price-demand elasticities varied from 
0 to -1 .42,  and output elasticities varied from 0.01 to 1.22, with great variations across 
regions. 

Shumway, Saez, and Gottret (1988) estimated a quadratic profit function with five 
output groups and four input groups for the US for the period 1951-1982. Land and 
family labor are fixed; time trend represents technology. As in the previous study, sym- 
metry, linear homogeneity, and convexity in prices had to be imposed. Estimates were 
obtained for regional data under the assumption that regional prices are exogenous, and 
for national data where the variable-factor prices were endogenized. The regional esti- 
mates are aggregated and compared with the national estimates. The output-supply and 

38 "Without time dummy variables, very small D-W statistics were obtained, suggesting misspecification" 
[Antle (1984, p. 417)]. 
39 "The prewar is biased toward labor and mechanical technology and against land, whereas the postwar 
technology is biased against labor and toward machinery and chemicals" [Antle (1984, p. 420)]. 
40 "Actual on-farm technology, therefore, lagged behind agricultural research, and estimates of the prewar 
technology should not be expected to show much evidence of technical change bias toward mechanical or 
chemical technology" [Antle (1984, p. 420)]. 
41 "Convexity of the profit function was not maintained in the model exploration phase" [Shumway and 
Alexander (1988, p. 155)]. 
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input-demand elasticities are low and become even lower when upward-slopping supply 
curves for the variable inputs were introduced. The low response is attributed to fixity 
of land and family labor. 

Additional support for the proposition that techniques, outputs, and inputs are deter- 
mined jointly is obtained from the fact that important properties of a production function 
are not maintained under aggregation over techniques: "A larger number of US param- 
eters are significant when derived from the regional estimates (53 percent) than when 
directly estimated (42 percent)" [Shumway et al. (1988, p. 334)]. 42 More important, 
"[s]ymmetry of price parameters in the system of Equations (1) and (2) was not pre- 
served in the national aggregation" (p. 334, footnote 2). The findings also support the 
proposition that shocks affect land expansion and land augmentation in the same direc- 
tion: "All five outputs increase as the quantity of real estates services increase . . . .  All 
variable inputs are complements to real estates. Half are complements to family labor, 
and a third are complements to other variable inputs" (p. 334). 

Huffman and Evenson (1989) fit a normalized quadratic restricted profit function with 
six outputs and three variable inputs to data for US cash grain farms during 1949-1974. 
They expand on previous duality-based studies by allowing the shares to depend on 
agricultural research, extension, and farmers' schooling in addition to time. The partial 
effect of research is in the direction of fertilizer-using and labor- and machine-saving. 
As research was machine-saving, the observed increased use of machines is attributed to 
declining prices. There is asymmetry in the explanation of the increased use of machines 
and the decline in the use of labor. This can be resolved by assuming that the change has 
been facilitated by a decline in the cost of machines and that the new machines require 
less labor than the old machines. This explanation is consistent with the heterogeneous 
technology framework. The effect of extension was small. The shadow value of private 
crop research is near zero, but it is high for public research. The own-price elasticities 
at the sample means are: fertilizer -1 .2 ,  fuel -0.72,  machinery -0.61,  labor -0.51,  
soybean 1.3, wheat 0.97, and feed grains 0.016. 

Bouchet, Orden, and Norton (1989) fit a normalized quadratic profit function to data 
for French agriculture in 1959-1984. This was a period of strong growth, mainly in 
cereals, a decline in labor, and an increase in labor cost. The analysis differentiates be- 
tween short- and long-run response. The supply is price responsive, but the elasticities 
are below 1. "However, the response to price changes are estimated to be inelastic even 
in the long run when usage of quasi-fixed capital and family labor have fully adjusted 
to optimal levels" (p. 292). The estimates of the long-run response are obtained under 
the implicit assumption of perfectly elastic supply of quasi-fixed inputs. When in real- 
ity the supply functions were not perfectly elastic, the estimated responses are biased 
downward. 

42 The standard errors for the aggregated coefficients were obtained under the assumption of independence 
of the regional estimates and as such are an approximation. National shocks affect all regions, and therefore 
their coefficients are jointly affected and thereby correlated. This may be the reason for the difference in 
significance levels. 
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The findings show that both family labor and capital have a strong positive effect on 
the supply of cereals, milk, and animal products. This result raises two puzzles. First, 
cereals is not a labor-intensive product, and therefore it is not obvious why it should 
have a strong positive response to changes in family labor. Second, one would expect 
an opposite effect of labor and capital. This similarity of effects can be explained by 
a strong expansion effect that dominates the substitution effect. The expansion effect 
is prompted by the technical change that accounts for the observed growth. Putting 
it all together, the observed changes can be accounted for in terms of changes in the 
composition of techniques. 

Ball et al. (1993a) use restricted and unrestricted profit functions to evaluate the con- 
sequences of the Common Agricultural Policy (CAP). The main empirical result is that 
the response elasticities are low but in line with values that appear in the literature using 
other functional forms and less demanding models. Land and labor are taken as fixed in 
the evaluation, and this is the reason for obtaining low response elasticities. 

2.4.  D u a l  e s t i m a t e s  - s u m m a r y  

In summarizing the foregoing findings it has to be kept in mind that the reviewed studies 
are mostly for the US, Canada, and Japan, so the numerical values may not be fully 
representative. However, the main developments in the agriculture of these countries 
are shared by other countries. The post-war period is characterized by a strong technical 
change in agriculture, both in the level and in the direction of factor use. Yields increased 
together with improved varieties and the use of chemicals, while labor was replaced by 
machines. Thus, the results have broad implications, and they facilitate the drawing of 
important methodological conclusions. 

What distinguishes the dual approach from the primal is the appearance of prices 
in the empirical equation. Hence, in evaluating the performance of this approach we 
address the following questions: 
• What has been the contribution of prices to the empirical equation? 
• What additional information is obtained from the dual equations, and how can they 

be interpreted? 
• Are the underlying assumptions of duality met? 
• What are the statistical benefits of this approach? 
• Where do we go from here? 

The dual estimates are obtained by regressing factor shares on prices, time trend, and 
sometimes output. When the change in the use of inputs is decomposed to price, trend (a 
proxy for technology), and output effects, it is found that trend and output capture most 
of the changes, whereas the role of prices is the least important. Thus the contribution 
of prices to the explanation of inputs or output variations is rather limited. 

The price elasticities of factor demand and product supply are usually obtained under 
the assumption that producers are price-takers in the product and factor markets. On the 
whole, the own-price elasticities are less than 1. There is no uniformity in the signs of 
the cross elasticities, but in general, most inputs appear to be substitutes. The strength of 
the own and cross elasticities reflects in part the fact that in reality factors' supply is not 
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perfectly elastic as the models assume, and therefore the results need not represent the 
demand-driven substitution as it is thought. This is the case with respect to elasticities 
related to labor, land, and capital. We further elaborate on this subject below. 

With respect to other findings, interestingly, on the whole the studies based on duality 
do not show increasing returns to scale. Technical change, obtained by including a time 
trend in regressions of factor shares, is largely labor-saving, capital-using, and fertilizer- 
using, with the results on land being somewhat ambiguous. This is reflective of the 
data, which means that whatever was the effect of prices, it was not sufficient to change 
conclusions that could be drawn from the raw data. This does not give a strong mark to 
the analysis in that the results are obvious without it. 

Duality between technology and prices holds under well-defined conditions that can 
be tested empirically. In most studies these underlying conditions are not fully met; 
particularly the concavity of the cost function or the convexity of the profit function is 
violated. Therefore, the estimated technology is inconsistent with the basic premises of 
the model. In a way, this is the most disappointing result because duality theory is a 
very powerful theory, and the question is why it does not come through in the empirical 
analysis. There may be more than one reason, but probably the most important one is 
related to the changes in technology. 

One of the expected virtues of duality has been related to its solution of the 
simultaneous-equations bias realized in some primal estimators. However, as indicated 
above, in general dual estimators are inferior to primal estimators on the grounds of 
statistical efficiency. Where do we go from here? We return to this question at the end 
of the paper. 

3. Multiproduct production 

Most of the primal studies of production use a measure of a single output, value out- 
put, even though output consists of more than one product. The outcome is a truncated 
picture of the technology and limits its usefulness. Estimates based on input data ag- 
gregated over products are not sufficiently informative in that they do not provide a 
simple way to address questions of interest such as: What is the factor productivity in 
the production of a particular product? Does such productivity depend on the level of 
output of the other products, and if it does, is it because of overall input constraint or 
because of technological interdependence? Also, without a complete presentation of the 
multiproduct production function, it is impossible to derive the supply of the individual 
products. It is not due to unawareness of the importance of the complete presentation but 
rather due to lack of data and complexity of specification and estimation. The situation 
has improved considerably with the appearance of the dual approach. As the foregoing 
review indicates, many of the empirical studies based on the profit function facilitate 
the derivation of the behavioral functions, specifically product supply, without having 
to resort to the primal function. 

The data problem is a reflection of the fact that industry statistics for agriculture do 
not report the inputs by products, except for land and some product-specific inputs such 
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as livestock. This is a convention, and by itself it reveals nothing about the nature of the 
production process. In principle, micro data collected from farm surveys can alleviate 
the problem. This is at least the case with respect to inputs which are easy to allocate 
to the various products, such as feeds or fertilizers, but the allocation of the use of fixed 
inputs requires more effort, and therefore such data are relatively scarce and do not 
surface with high frequency in reported studies to clarify some of the underlying issues 
discussed in this section. 

Most farms produce more than one product, and this raises the question of the reason 
for the diversification. Possible reasons are: 

(1) Interdependence in production where the marginal productivity of a factor of 
production in the production of one product depends on the level of production of 
another product, for example, wool and mutton, or milk and beef on dairy farms. 

(2) Better utilization of some fixed inputs, or alternatively due to production quo- 
tas on some outputs, which frees resources to produce other products [Moschini 
(1988)1. 

(3) Savings due to vertical integration, where the farm produces intermediate inputs 
which are consumed on the farm, such as corn and hogs, or hay and livestock. 
Such integration saves marketing charges in the broad sense (transportation, trade 
margins, spoilage, etc.). 

(4) Risk management. 
To sort out the reasons for the diversification of production we need to go beyond the 

output-aggregate production function. 
To put some structure to the discussion, let T(y ,  x)  denote the production set which 

contains all the feasible combinations of the vectors of outputs (y) and inputs (x). This 
set is contained in the nonnegative orthant, it is closed, convex, contains free dispos- 
als, and the origin. Its efficiency frontier, t (y ,  x) = 0, is unique. Studies with aggre- 
gate value output take the form py = f ( x ) ,  where py is the inner product of p and y. 
This is a special case of the more general presentation obtained by imposing separa- 
bility on t (y ,  x): t (y ,  x )  = Y(y )  - X ( x )  = 0 [Mundlak (1964b)]. Hall (1973) shows 
that this imposition is equivalent to a multiplicative decomposition of the cost function, 
C(w,  y) = H ( y ) c ( w ) .  The general presentation of output by Y(y)  has two advantages 
over the more restricted single aggregate output presentation: First, the function with 
aggregate value output is not a single-valued function and its parameters depend on the 
output composition along the expansion path [Mundlak (1963b)], whereas Y(y)  can 
be formulated to overcome this shortcoming. Second, it allows for interdependence in 
production. An application of this approach to the output aggregation of Israeli agricul- 
ture using a multi-stage CES function was made by Mundlak and Razin (1971). The 
limitation of this type of separability is that it is applicable only when the technology is 
interdependent, and the derived ratio of output prices is independent of the ratio of factor 
prices [Hall (1973)]. The latter, to be sure, applies also to the aggregate single-product 
production function. 

Most agricultural production is thought to be carried out by independent techniques 
for individual products. In this case, the profit or the cost functions will be additive 
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and the supply of product j will be independent of the price of product h [Hall (1973), 
Lau (1978)]. We can write these functions as follows: C(w, y) = ~ j  Cj (to, y j), where 
C(w, y) is the minimum cost of producing the output vector y at factor prices w, and 
similarly, Cj (w, y j) is the minimum cost of producing output yj. A similar result ap- 
plies for the profit function: re(p, w) = ~ j  7rj (p j, w). This additivity constitutes only 
a sufficient condition for independent production. As Shumway, Pope and Nash (1984) 
indicated, common constraints imposed on production may produce nonzero cross price 
coefficients in supply. To show this, we note that the problem under consideration is a 
special case of the heterogeneous technology discussed above, where the techniques 
are identified with the products and as such are explicit. Repeating that discussion with 
more details, the maximization problem is: 

J J J 

subject to Fj(.) c T; vj ~>0; kj >~0. 

Let Fxj be the vector of marginal productivity of x in the production of product j .  The 
Kuhn-Tucker necessary conditions for a solution are 

(p j  F~j - w)v~ = O, 
( P j  Fki  - -  Z ) k j  = 0, 

V j ) 0 ;  kj )O; ~.)0.  

pjFvj - w ~ O, 
p j F k j  - ) ~  <~ 0, 

Z k j  - k  <~ O, 

Thus, even though OFxj/Oyh = 0, it is possible that Oyj/Oph = Oyj/OkjOkj/Oph ~ 0, 
because a change in a product price may cause a change of the shadow price of the con- 
straints in the production of that product. Therefore, when the constraints are binding, 
their allocation among the various products changes and causes a reshuffle of the inputs 
and outputs. The term joint production encompasses the two cases, interdependence in 
production and the sharing of constraints. The importance of the latter can be detected 
empirically by introducing the constraints k to the profit function. 

The discussion does not indicate how to allocate the inputs to the various products. 
This subject is developed by Just, Zilberman, and Hochman (1983) who utilize the first 
order conditions for profit maximization to extract the input allocation to the individual 
crops. The method is further developed by Chambers and Just (1989) by introducing a 
flexible production function and developing a test for joint production. Without going 
into details, we note that in principle the allocation is determined by the Kuhn-Tucker 
conditions above to yield vj(s), kj(s), and y(s), where s ---- (p, w, k, T) is the vector 
of state variables. The two studies apply the method to the same data set and obtain 
plausible results in spite of the complexity in the calculations. 

The essence of the discussion is that diversity in production is not necessarily a re- 
sult of interdependence in production. Leathers (1991) extends the discussion to extract 
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implications for industrial organization. Dealing with the cost functions and taking the 
unconstrained cost function as the long-run function, it is implied that in the long run 
the constraint will not serve as a cause for diversity in production. Note, however, that 
agricultural production is seasonal, and since the firms are of finite size also in the long 
run, there is considerable scope for better utilization of resources by diversification. Just 
recall the old days when farm plans drawn by linear programming yielded combinations 
of products which utilized best the available resources. 

The discussion on industrial organization deals with production at the firm level but, 
as we see repeatedly in this survey, we should be aware that micro theory is applied 
to macro data without blinking. Thus, there is another reason for diversification which 
is more important for the macro data - marketing costs. To put it in perspective, note 
that all countries produce almost all agricultural products that the physical environment 
permits. This can be attributed in large part to the fact that domestic production saves 
the various charges that are involved in international trade. Agriculture is stretched out 
geographically and this entails high trade costs, particularly in developing countries 
where the infrastructure leaves much to be desired. Finally, risk management can lead 
to diversification, but this is well known and need not be elaborated upon here. 

4. Nonparametric methods 

4.1. Description 

Evidently, it is not easy to find a meaningful and robust empirical presentation of tech- 
nology. The search for culprits has pointed at, among others, the parametric presenta- 
tion, or functional form, of the production function, and thus the nonparametric presen- 
tation surfaced. A somewhat similar problem had been encountered much earlier in the 
theory of consumer choice, which sought a presentation without having to resort to the 
unobservable utility (objective) function. In the case of consumer choice, the empirical 
inference is based on the observed budget constraint, quantities, and prices. In the case 
of production, we observe the values of the profit (objective) function but do not ob- 
serve the technology constraint, and the problem is to infer about it from the data. In 
the context of production, this approach was developed by Afriat (1972), Hanoch and 
Rothschild (1972), and Varian (1984). Recently, it has been discussed and applied to 
agriculture in a series of papers: Fawson and Shumway (1988), Chavas and Cox (1988, 
1994), Cox and Chavas (1990), Tauer (1995), Featherstone, Moghnieh, and Goodwin 
(1995), Bar-Shira and Finkelshtain (1999), among others. 

In describing the approach, we modify somewhat the notation used above. Let y = 
(yl . . . . .  y/4) be a netput vector whose positive components are outputs and the negative 
components are inputs, and p be the vector of corresponding prices. The profit is the 
inner product py. It is assumed that y comes from a feasible production set Y that 
maintains the free disposal property: if y E Y and y ~> y~, then y /6  y. 

The pivot of the analysis is the assumption that the observed netputs are optimal under 
the observed prices and the underlying (but unobserved) technology. Thus, if we observe 



44 Y. Mundlak 

yi and pi, we assume that under pi there is no netput in the production set that brings 
higher profit than the observed yi. More compactly, piyi >/piy for all y 6 Y. If this 
holds for all the observed netputs, then it is said that the production set Y p-rationalizes 
the data. Then piyi >/piyj for all i, j = 1 . . . . .  n, where n is the sample size. Varian 
(1984) shows that this condition guarantees the existence of a closed, convex, negative 
monotonic production set and referred to it as the Weak Axiom of Profit Maximization 
(WAPM). B ar-Shira and Finkelshtain (1999) further extend the analysis. 

The underlying assumption is empirical in nature, and its validity can be tested by 
comparing all possible inner products between the observed netputs and prices [Fawson 
and Shumway (1988)]. If  a netput is chosen, it should be optimal under the price regime 
prevailing at the time. A situation which is inconsistent with the hypothesis is when a 
netput is chosen even though it seems to be inferior to another netput under its own 
price regime: pJyJ < pjyi and piyj < piyi. This raises the question of why yJ was 
chosen in the first place when it was inferior to yi under pJ. The negative answer is 
that there was a violation of profit maximization. The positive one is technical change, 
so that when yJ was chosen, yi was not feasible. As technology progresses with time, 
we expect more recent observations to represent more productive technologies than 
did earlier observations. Consequently, in time series analysis, when t > 0, we expect 
pOyt _ pOyO > 0, or equivalently, Lq = pOf/pOyO > 1 where Lq is the Laspeyres 
quantity index. If  this is not the case, then the conclusion is that this binary comparison 
is inconsistent with profit maximization. 

Fawson and Shumway (1988) apply the test to regional data of US agriculture and 
find that the majority (typically, 80-90 percent) of the observations would be inconsis- 
tent with profit maximization if technical change were not allowed for. Featherstone, 
Moghnieh, and Goodwin (1995) apply the test to micro data of Kansas farms. The con- 
ditions of profit maximization, or of cost minimization, were violated by a large propor- 
tion of the observations. The number of violations declined when technical change was 
allowed for, but was still sizable. 

When a particular netput is more profitable than another one under the two pertinent 
price regimes, it is concluded that it comes from a more productive technology. Based 
on this concept, Bar-Shira and Finkelshtain (1999) rank the technologies and apply 
their framework to data on US agriculture. They show that the ranking of the technolo- 
gies does not always follow the chronological order, namely in some years the rank is 
lower than that of previous years. As no one suggests that there has been a regression 
in the technology of US agriculture, this finding can either be attributed to a violation 
of profit maximization or it may arise from more fundamental difficulties in identifying 
the technology through prices, an issue on which we elaborate in the discussion below. 
Bar-Shira and Finkelshtain quantify the technical change by computing the revenue per 
dollar expenses at constant prices. This is an index of change in the output-input ratio, 
and it is reminiscent of the early work on productivity at NBER and Schultz's (1953) 
discussion of productivity in agriculture. This then brings us back to square one. Finally, 
they examine whether the technical change is biased. Chavas and Cox (1988, 1994) go 
further in discussing procedures for inferring the nature of the technical change by ex- 
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amining what changes in the components of the netputs should be made in order to 
induce equality of the profits of the two netputs evaluated in terms of the base prices, or 
simply to bring the Lq to  1. The procedure is discussed and modified by Chalfant and 
Zhang (1997). 

The literature deals with some more specific topics, such as separability of the tech- 
nology and returns to scale. Finally, the tests discussed above are deterministic in the 
sense that they classify the data by those observations that are consistent with the hy- 
pothesis and those that are not. This does not take into account the possibility of errors 
in the data. Statistical tests have been suggested to deal with such errors. We do not 
cover these topics here, and we now move on to an evaluation of the method and its 
application. 

4.2. Discussion 

Under the conditions of WAPM, there exists a production set with the underlying prop- 
erties needed for the production theory. Therefore, the central issue of the nonparametric 
analysis is to check for the empirical validity of WAPM. Note that this involves asking 
the same important question that was initially raised by Cobb and Douglas (1928) on 
the empirical validity of the competitive conditions and which received attention in the 
early work on the primal production function. However, as the empirical studies show, 
the conditions of WAPM are typically not met unless technical change is allowed for; 
but, to allow for technical change, the assumption that all the observations are optimal is 
used. At this point the common domain with the work on the primal function vanishes, 
and the approach becomes more similar to that of the dual function, where the optimality 
is imposed and not tested. This is to say that the technology is identified by the prices. 

Allowing for technical change amounts to making productivity statements based on 
output and input indexes. It is well known that such measures are subject to the index- 
number bias caused by the inability to make full allowance for the substitution triggered 
by changes in relative prices. Thus, the method shares the problems as well as the merits 
of productivity measures through the use of index numbers. 

It is important to note that such measures cannot differentiate between neutral and 
differential technical change. To show this in a simple setting, assume a cost function 
C ( w, A,  y) = C ( Wl / A1 . . . . .  tom/Am, y) where the A's are the factor-augmenting func- 
tions. Without a loss in generality, we will examine the case of a linear homogeneous 
production function. Also, assume A} 7> 1 for all j and t. Let A] = mini {A~} for all t, 
recall (19) and (20), and rewrite C(w,  A,  y) = ya lc (aw) ;  al = 1/A1, aj  = A l I A  j ,  
j > 1. Thus, al can be thought of as the Hicks-Neutral coefficient. Evaluate the techni- 
cal change as follows, for t > 0: 

C(w O, A O, yO)/yO a 0 c(aOw O) 

C(w  t, A t, y t ) / y t  a~ c (a tw t) " 

We write more compactly C(w t, A t, yt) = C(t), c(a t, w t) =-- c(t).  
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We now evaluate this ratio for neutral and for differential technical change. We do 
it under constant prices, w e = w ° = w, and for a given output, yt  = yO, so that the 
technical change is evaluated by the savings in inputs needed to produce a given output. 
The inputs considered come from the input requirement set: x t E V ( y ,  t) .  

t = l f o r a l l j > l a n d  Hicks Neutral Technical Change (HNTC): Let 1 = A ° < A] ,  a j  

all t, hence V (y,  O) c_ V (y,  t ) ,  C ( t )  = w x  t, w x  t < w x  °. Imposing these conditions, we 
get c( t )  = c ( w ) ,  and 

C(O) w x  ° 
C( t )  - w x  t - - A ~  > I" 

Thus the rate of factor saving is equal to the rate of the HNTC. 
t 0 for all Factor Augmenting Technical Change (FATC): Let A] = 1 for all t, a j  <~ a j  

j > 1 and all t, with the inequality in effect for at least one j ,  hence y0 < yt  and 
0 1, then, w x  t < w x  °, and the effect of the V ( y ,  O) c_ V ( y ,  t ) .  Impose yt = yO and aj  = 

technical change under these conditions is 

C(O) wx ° c(w) 

C( t )  w x  t c ( a t w )  
m > l .  

This measure is similar to that of HNTC, but it is due to FATC; it is therefore referred 
to as the Neutral Equivalent of Differential Technical Change (NEDTC) [Mundlak and 
Razin (1969)]. The conclusion is that the ratio w x ° / w x  t is affected by neutral as well 
as by differential technical change, and therefore we cannot differentiate between them. 

The problems in the application of the nonparametric method are similar to those 
faced in the applications of duality. The theory is a micro theory, and therefore its ap- 
plication to macro data can distort the results. Prices are not exogenous, the supply of 
inputs is not perfectly elastic, and in the short run, which may last for some time, there 
are constraints to the convergence to long-run equilibrium. We return to this topic in the 
discussion on dynamics below. This raises the question of how to price durable inputs 
in the analysis, underlining the problem that arises from the fact that the econometrician 
does not necessarily know the prices, or price expectations, observed by the firm and 
thus may use the wrong prices. All these may lead to behavior which can be incorrectly 
interpreted as deviations from profit maximization. To see that this can create a problem, 
we note that Bar-Shira and Finkelshtain (1999, Figure 8) present a graph of the profits 
(the product of the netput and its price) in US agriculture for the period 1945-1994. It 
appears that from 1958 on, with the exceptions of three years, agriculture was operating 
at a loss, and at times, at a big loss. During this period, output continued to increase. 
Thus, this suggests that somehow these prices are not the relevant prices. 

All these problems occur within the traditional framework of homogeneous technol- 
ogy. If we allow for heterogeneous technology, additional considerations come up. First 
note that, by definition, the observed netputs represent the implemented technology, and 
as such the corresponding production sets are conditional on the state variables. As we 
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move from one year to the next (or across farms for that matter), the state variables may 
change and with them, the implied production sets. Thus, it is possible to get a regres- 
sion in productivity because of the change in the underlying economic environment, as 
indeed it is presented in Bar-Shira and Finkelshtain (1999, Figure 9). 

5. Supply analysis 43 

5.1. Background 

Analytically, the supply function of the competitive firm is the partial derivative of the 
profit function with respect to the product price. As we have seen above, it is one of the 
functions estimated in using duality to characterize the production structure. However, it 
has been considered as an entity by itself. The reason can be attributed to substance and 
history. The interest in supply analysis in agriculture had begun long before the work on 
the production function in agriculture and was completely disconnected from it. From its 
very beginning, supply response analysis was very much concerned with policy issues 
rather than with the application or development of formal econometric analysis. This is 
revealed by the tires of some of the early work: "The Farmers' Response to Price" [Bean 
(1929)], "The Nature of Statistical Supply Curves" [Cassels (1933)], "The Maintenance 
of Agricultural Production During Depression: The Explanations Reviewed" [Galbraith 
and Black (1938)], "Can Price Allocate Resources in American Agriculture?" [Brewster 
and Parsons (1946)]. Some of this discussion was motivated by the fact that agricultural 
production did not contract during the Great Depression of the thirties when prices of 
agricultural products declined substantially. The explanation for this was provided by 
D. Gale Johnson (1950), who indicated that not only product prices decreased in the 
depression, but factor prices decreased as well. This brings in the cyclical behavior of 
agriculture. 

The central theme, the role of prices in determining output, has not changed much 
since. However, there are additional aspects high on the public agenda which are related 
to the ability to increase food supply to meet the growing demand. While the role of 
prices is related to the behavior under given supply conditions, the growth aspect is 
related to the shift in these conditions. This is a neat classification, which unfortunately 
does not apply to the data. Observations are determined by all the forces that affect 
supply, and it is therefore for the empirical analysis to sort out the role of the various 
factors. 

Empirical supply functions regress output on prices and other variables with the pur- 
pose of extracting the output response to price. Most of the studies used aggregate time- 
series data, but there were some exceptions [Mundlak (1964a)]. On the whole, these 
studies were formulated within a static framework. As price signals do not come out 

43 In part, the discussion is based on [Mundlak (1996b)]. 
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strong and loud in such studies, salvage is sought in using an appropriate price expecta- 
tion and in a search for variables other than prices to be included in the equation. 

The shift of attention to dynamic considerations gained impetus with the introduction 
of distributed lags to the supply analysis by Nerlove (1956, 1958). Two basic ideas are 
behind the formulation: adaptive expectations and partial adjustment. They both have 
a common outcome, a gradual adjustment in response. This is applied to expectation 
formation whenever a gap exists between the expected and the actual values. Similarly, 
it is applied to the closure of the gap between the actual output and the long-run desired 
output. The basic empirical equation that emerges has the form of 

Yt = bp t  + c y t - i  + ut ,  (24) 

where b and b / ( 1  - c)  are the coefficients of short- and long-run supply response re- 
spectively. This formulation gave a neat and simple format for supply analysis and was 
therefore widely adapted. A summary of many studies using this framework is provided 
by Askari and Cummings (1976). 

This efficient form for connecting the price response and the length of run has not pro- 
vided the needed insight into the structure of agricultural production, nor of the origin 
and the nature of its dynamics [Mundlak (1966, 1967)]. In what follows we concentrate 
on approaches that attempt to overcome this limitation. As a background, we summarize 
the main empirical findings of supply analysis reported in the literature: 

O.12. The short-run aggregate agricultural supply elasticity, when estimated directly, 
falls in the range of 0.1-0.3. 

O. 13. The estimated elasticities decrease with the level of aggregation. Higher values 
are obtained for the elasticities of individual products than for the aggregate 
output. 

O. 14. Indirect estimation of the supply elasticity, obtained through the estimation of 
factor demand, resulted in larger values than those obtained by direct estima- 
tion. 

O. 15. In the empirical analysis it was observed that adding a lagged output to a sup- 
ply equation which relates output to price increases the quality of the fit and 
often eliminates the existing serial correlation. When measures of capital, or 
of fixed inputs, are added to the equation, the statistical relevance of the lagged 
dependent variable is reduced or vanishes. A similar result is obtained when a 
trend variable is added. 

O. 16. When the sample was divided to subperiods according to the direction of the 
price changes, it was found that 
(a) The supply elasticity was higher for a period of increasing prices. 
(b) When capital is included in the supply function, its coefficient was positive 

for periods of increasing prices and zero for periods of decreasing prices. 
(c) When a distributed lag was used, the rate of adjustment was higher for a 

period of increasing prices. 
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O.17. The dependence of the value of the supply elasticity on the length of run re- 
flects a constrained optimization. The severity of the constraints vanishes with 
time. This view leads to a formulation of a well-defined structure. 

The work with duality reviewed above supplements the observations O. 12 and O. 13 
and shows in general higher elasticities for factor demand than for the product supply 
which is the foundation for O. 14. 

5.2. Static analysis 

The starting point of the analysis is the behavioral functions in Equation (23) above. The 
strength of the response of output and inputs to changes in prices depends on the relative 
importance of the restricted inputs. The unrestricted case when all inputs are variables 
is referred to as the long run and is represented by the following behavioral functions: 

y*(p,  w, T) ,  v*(p, w, T),  k*(p,  w, T).  (25) 

Empirical analyses are based on dated data where some of the inputs are restricted. In 
this case, the response is given by Equations (23), and as such, the empirical analy- 
sis of (23) produces a restricted or short-run response. The relationship between the 
restricted supply and the unrestricted supply is given by the identity 

y(p ,  w, k*, T) = y*(p,  w, T).  (26) 

By differentiation, 

" " Z j3* (27) gii ~ 6ii -~- ijgij , 
J 

u and r are the unrestricted (long-run) and restricted where 6ii = Olny i /Olnp i ,  ~ii eli 
(short-run) elasticities, respectively, /3~ = 0 ln yi/O ln k~ is the production elasticity 
of k j ,  the j th  component of k, in the production of the ith product, and eji = 
O lnk~/Olnp i  is the demand elasticity of kj  with respect to Pi. Thus, the long-~'un 
elasticity is the sum of the short-run elasticities and of the indirect price effect which 
measures the price effect on the investment in the restricted factors. The relationships 
in (27) are obtained under the identity in (26), and as such they are restricted to the 
long-run equilibrium. The demand for capital and the incorporation of nonequilibrium 
values in the analysis are discussed below. 

It is obvious that the estimation of Equations (27) requires an elaborate statistical 
analysis, and we have already seen that it is difficult to get robust results. There is 
however a simple way to approximate meaningfully the supply elasticity. As shown 
in [Mundlak (1996b)], given the competitive conditions for the unrestricted inputs, the 
supply elasticity for a price-taker agent is approximately 

~ v  Sv 
-- (28) 

1 - ~ v  Sv' 
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where Sv is the factor share of the vth variable input. The sum is taken over all the 
unrestricted inputs; it is an estimate of the scale elasticity of the 'short-run' production 
function, namely, the part of the function that expresses the output as a function of the 
unrestricted inputs conditional on the restricted ones. The scale elasticity need not be 
constant everywhere, as the approximation is defined locally, and thus it depends on 
the classification of inputs to v and k. What is important for the present discussion is 
that it can be evaluated in general as the sum of the factor shares of the variable inputs. 
This framework facilitates the derivation of orders of magnitude of the short-run supply 
elasticity by using empirical evidence on the elasticities of the agricultural production 
functions. This can be done at various levels of aggregation. To illustrate, consider the 
aggregate supply under the simplifying assumption that locally, the factor supply func- 
tions facing the industry are perfectly elastic and that there is no redistribution of the 
restricted factors among the firms in response to price variations in the short run. We 
assume that land, capital, and often labor are fixed in the short run. These inputs ac- 
count for approximately 0.8 to 0.9 of total output, implying that the supply elasticity is 
between 0.11 and 0.25. The lower value is in line with the empirical results as summa- 
rized above. 

The division between variable and restricted inputs is to some extent arbitrary. Such a 
dichotomy implies a zero supply elasticity for the restricted inputs and infinite elasticity 
for the variable inputs. This dichotomy is often assumed in many of the empirical anal- 
yses using derivatives of the profit function. It may hold true for the individual firm but 
not for the industry as a whole. Taking these considerations into account, the analysis 
is generalized by introducing the factor supply functions. The smaller the factor sup- 
ply elasticities, the smaller the product supply elasticity [Brandow (1962), and Floyd 
(1965)]. Extended analytic results are given in [Mundlak (1996b)]. For instance, for a 
production function homogeneous of degree/x ~< 1 in the unrestricted inputs, the supply 
elasticity is 

e= l~[(1-- lz) ~- Z(olv/Sv)] -1, (29) 

where s~ 7~ 0 is the supply elasticity of the vth input, and av is the factor share in the 
total cost of the variable inputs. Equation (29) generalizes Equation (28) in that when 
the factor supply functions are perfectly elastic for all factors, that is, sv = cx~, the two 
equations become identical. For a linear homogeneous production function,/x = 1, and 
Equation (29) reduces to e = (y~ olv/sv) - i which is a finite number. Thus, a constant re- 
turns to scale aggregate production function is compatible with a finite supply function 
because the sector is not a price-taker in some inputs. 

This expression of the supply elasticity in terms of the factor shares provides the 
insight for the inverse relationship between the length of run and the size of the supply 
elasticity. The shorter the run, the more restrictions there are on factor adjustment, and 
therefore, the smaller the supply elasticity. Restrictions on the overall factor supply, 
such as farmland, do not apply to the allocation of the factor to alternative crops. For 
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this reason, the lower the level of aggregation of the analysis, the larger the supply 
elasticity (O. 13). 

Turning to the relationship between factor demand and the supply elasticities (O. 14), 
we note that the price effect on input demand contains substitution and expansion ef- 
fects. Of these, only the expansion effect contributes to the supply because the substi- 
tution effect of all the inputs cancels out. Technically, this is the meaning of the singu- 
larity of the Slutsky, or Hessian, matrix. This explains the findings in [Griliches (1959)] 
and subsequent work where the indirect supply elasticity obtained by using the factor 
demand elasticities gave larger values than those obtained by direct estimation of the 
supply function; simply, the substitution effect was not eliminated. The same holds for 
the estimation of the behavioral functions using the duality framework. 

6. Dynamics 

Equations in (23) and (25) constitute a recursive system where the long-run values of k 
are expressed by (25), whereas the short-run values of v and y are determined by (23) 
conditional on k and prices. It does not specify the time pattern of the changes in k. The 
analysis is now extended to deal with this subject. The extension is triggered by the fact 
that k affects output and cost in more than one period. 

6.1. The firm's problem 

It is postulated that the competitive firm chooses inputs that affect the flow of present 
and future profits with the objective of maximizing its expected present value. We con- 
sider here a simple case where a single output, y, is produced with a durable input, 
capital, k, and a nondurable, or variable, input, v, that can be hired at the ongoing wage 
rate, w(t), using a concave and twice differentiable production function, y = F(k, v, r),  
where r represents technology. The various variables are functions of time, and the in- 
come flow at time t is Rt = F(kt, vt, rt) - c ( l t )  - w t v t  - qtlt. Income and factor prices 
are measured in units of output, q and w are the real price of the investment good (I) 
and of the variable input, respectively, and c(I)  is the real cost of adjustment [Lucas 
(1967), Gould (1968), Treadway (1969)]. The underlying idea behind the adjustment 
cost is that the marginal cost of investment increases as a function of the investment 
rate, and hence if the firm acts too fast this cost will be excessively high. The function is 
convex in I (or in the ratio I /k ) .  Let r be the interest rate, fl = (1 + r) -1 is the discount 
factor; the optimization problem calls for selecting the time path of inputs {v j, k j} that 
maximizes the expected value of the firm at the base period, 0, 

It5 ,]] ma~v E0 ~J[Fj(kj ,  v j , r j ) - w j v j - q j I j - c ( l j )  
j÷l, j [ L j=0 

(30) 
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subject to Ij = kj+l - (1 - ~)kj, the initial value k0, and terminal conditions, where 
kj is the capital stock at the beginning of period j ,  and ~ is the depreciation rate. The 
expectation, Eo, is taken over the future prices and the technology whose distribution is 
assumed known. 44 

To obtain the first order conditions we first differentiate (30) with respect to the non- 
durable inputs, v j,  to obtain: 

E[0~@j ') wj]  = 0 .  (31) 

By assumption, the input Vj at any time j has no effect on the revenue in subsequent 
periods, and therefore its level is determined by equating the expected value of the 
marginal productivity to that of its real price in each period, as shown by Equation (31). 
Consequently, the optimization problem can be solved in steps. First, determine for each 
period the optimal level vj as a function of prices and k j,  and substitute the result in the 
production function to obtain the function, F(kj ,  s j) ,  where sj =-- (r j, w j, q j,  r, 3, c) is 
the vector of the exogenous variables. The second stage consists of solving 

/ 
max_E0 E f i J [ F j ( k j , s j )  - c ( l  i) - q j I j ]  
k j + l  [ j=O 

(32) 

subject to Ij = kj+l - (1 - 8)kj. 
Label the rate of capital appreciation c) -- i t /q and Oj ~ qj[r + ~ - (1 - 8)O j], which 

is the rental cost of capital, or briefly the rental rate, evaluated at time j .  It is the product 
of the initial price of the capital good, q, and the annual "charges" consisting of the 
discount and depreciation rates, adjusted for the expected capital gain, q. Similarly, 
CI  ~ C l  ( j )[r  + 8 - (1 - ~)c j ]  gives the change in the adjustment cost due to a change 
of the timing of a unit of investment, on the optimal path, from one year to the next. 
Differentiate (32) with respect to kj+l and rearrange the result to obtain, for the case 
when an internal solution exists, 

Eo{fiFk(j + 1 ) -  [~l(j) + ~j]} = 0 ,  (33) 

where we use the notation F(kj ,  s j)  ---- F ( j )  and similarly for other functions, and the 
subscripts k and I indicate the direction of the partial derivatives of the functions in 
question. Under static expectations, where the present prices are expected to remain 
constant indefinitely, E(O) = E (~) = 0, and (33) becomes {fi Fk (j  + 1) -- (r -t-3)[ci ( j )  + 
qj ] } = 0. In the absence of adjustment cost, this condition reduces to the equality of the 
marginal productivity of capital and the rental rate [Jorgenson (1967)]. This condition 
applies to every point on the optimal path. The addition of the adjustment cost affects 

44 The terminal condition is limj~e~ E o { f l i [ F k ( j )  -- c i ( j )  -- q j ] k j }  = O. 
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the rental rate, and thus it affects not only the pace of investment but also the optimal 
level of capital. 

The solution can be expressed in terms of the shadow price of capital defined as 
the present value of the marginal productivity of capital, net of the adjustment cost, in 
present and future production: St =- ~ = o h J F ~ ( t  + j) ,  where h = (1 - 6)fl < 1. The 
system can be solved to yield 

E t { S t - ( q ¢ + c , ( t ) ) } = O .  (34) 

This condition states that investment is carried out to the point where the shadow price 
of capital generated by the investment is equal to the cost of investment including the 
cost of adjustment. The marginal productivity depends on the technology and the inputs 
at the various points in time, and therefore its evaluation requires an assumption that the 
investment under consideration is the only investment to be made. If other investments 
are contemplated, the marginal productivity would have to be evaluated conditional on 
such investments. 

6.2. Discussion 

The condition in (3 l) is extremely important for empirical analysis in that it implies 
that along the optimal path, the use of the inputs which have no effect on the revenue 
or the cost in subsequent periods is determined by equating the marginal productivities 
to their real prices in each period. This leads to a recursive system [Mundlak (1967)]. 
First, we determine for each period the optimal levels of the variable inputs as functions 
of the exogenous variables, including prices and k(t). Second, we solve for k(t) on the 
optimal time path: 

k* [E(q, q, 8, r, c, w, p, T)], (35) 

where we insert p, the product price, explicitly. All the variables in (35) are functions of 
time. The introduction of the intertemporal optimization results in replacing k*(.) in (25) 
with (35), thereby adding exogenous variables as well as uncertainty with respect to the 
future time path of the exogenous variables. However, the recursive structure remains 
the same. 

6.3. The role of prices and technology 

The solution is quite sensitive to changes in the exogenous variables. To gain some 
insight into the meaning of the solution, we use a Cobb-Douglas production function, 
y = Avak b. The first order condition in (31) provides a solution v = (a /w)y  for the 
nondurable input. This solution is substituted in the production function to yield, with 
some simplification, 

Y = (Aaa)l/(l-a)vo-a/(l-a)k b/(1-a). (36) 
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The marginal productivity of capital conditional on w is 45 

OYok w-- l b a 1/(1-a)w-a/(1-a)k(b+a-l)/(l-a) (37) 

This derivative is equated to the rental price of capital to provide a solution for k*, when 
such a solution exists. 

Equation (36) is the short-run supply function conditional on k. Output declines 
with w, but as w is the ratio of nominal wage to output price, p, output increases with p. 
To simplify the discussion without a loss in generality, we continue by ignoring the ad- 
justment cost. The condition in Equation (33) simplifies to 

E0{~F~(j  + 1) - 0j} = 0. (38) 

The long-run values (starred) are obtained by using Equations (36) and (38) to yield 

k* = (b/gl)y*, y* = (Aaabb)ew-ae~l -be, E = 1/(1 - a - b). (39) 

Prices affect the desired capital directly through the rental rate and indirectly through 
the effect on the optimal output. It is important to differentiate between the direct and 
the indirect price effect. A change in the wage rate has only an indirect effect on capital 
with an elasticity E~/w = - a e .  The elasticities of the real rental rate, Ek/(t, are -- 1, 
- b e ,  and (a - 1)e for the direct, indirect, and total effect respectively. Similarly, the 
elasticities of capital with respect to a change in the product price are 1, (a + b)e, 
and e for the direct, indirect, and total effect respectively. Note that the indirect effect 
(a + b)e is considerably stronger than the direct effect. It is useful to illustrate the 
order of magnitude of the elasticities in question for arbitrary values of the parameters 
(Table 3). The elasticity of labor is maintained at 0.3 for the three cases, whereas the 
elasticity of capital varies from 0.6, a highly capital-intensive process, to 0.1. Note that 
0.1 is approximately the estimated elasticity of machinery in many studies, whereas a 
value of 0.3 represents a broader capital aggregate, including structures. The difference 
1 - a - b is the share of fixed factors which vary across cases. In the first case it would 
be management, whereas in the last case it might also include land. The values in this 
table provide an insight into the interpretation of the empirical results. 

To simplify the discussion, we have abstracted from taxes. To add taxes, they have to 
be inserted in the income expression in (1), and the prices in the foregoing results would 
have to be adjusted for taxes [Jorgenson (1963)]. The empirical evaluation of the effect 
of taxes is done in two steps: first, evaluate the effect of the tax on the time path of the 
rental rate; and second, determine the response of investment to price. It is the latter that 
is the focus of the empirical analysis. 

45 This derivative is evaluated for v kept at its short-run optimal level, which is different from the derivative 
~Y Y. conditional on v derived from the production function: g~ Iv = b 
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Table 3 

Capi ta l -demand elasticities 

55 

a=O.3,  b=O.6,  e =  lO a = 0 . 3 ,  b = 0 . 3 ,  E = 2.5 a = 0 . 3 ,  b = 0.1, e = 1.67 

Prices D I T D 1 T D 1 T 

W 0 - 3  - 3  0 - 0 . 7 5  - 0 . 7 5  0 - 0 . 5  - 0 . 5  

- 1  - 6  - 7  - 1  - 0 . 7 5  - 1 . 7 5  - 1  - 0 . 1 7  - 1 . 1 7  

P 1 9 10 1 1.5 2.5 1 0.67 1.67 

N T C  0 10 10 0 2.5 2.5 0 1.67 1.67 

Legend:  D = Direct, 1 = Indirect, T = Total, W = wage  rate, P = product  price,  ~ = rental  rate, NTC = 

Neutral  technical  change.  

Neutral technical change is perceived as a change in the multiplicative coefficient (A) 
of the production function. It affects output and thereby the desired capital level without 
affecting the capital-output ratio. The demand elasticity with respect to neutral technical 
change is equal to e. Capital-using technical change, captured here as an increase in b, 
generates an increase in capital demand and in the capital-output ratio. The overall effect 
of such a technical change on output depends on what happens to the degree of the 
function. When the degree is held constant, an increase in b implies a decline of a, 
and therefore, without imposing a more detailed structure, the net effect on output is 
ambiguous. 

To summarize, the expected magnitude of the estimated demand elasticities depends 
strongly on what variables are held constant in the sample, and therefore we can expect 
a considerable variability in the empirical results. 

6.4. Disinvestment 

In general, empirical analysis treats positive and negative accumulation symmetrically 
even though the costs involved are completely different. The cost of acquisition of a new 
tractor is different from the selling price of a used one. Implications of this additional 
detail are discussed by Glenn Johnson (1958), Edwards (1959), Johnson and Quance 
(1972, pp. 185-195), and more recently by Chavas (1994) mad Hamermesh and Pfann 
(1996). To place this detail in perspective, we note that on the whole, agricultural in- 
vestment is positive for most of the time, and therefore the subject of disinvestment is of 
secondary importance and does not affect our views on the development of agriculture. 
Its empirical importance is largely limited to the analysis of cyclical behavior and the 
analysis based on micro data which include firms with zero or negative investment. 

There are several important reasons for the difference between the acquisition and 
the selling price. First, the service life of the new capital good is longer than that of the 
used one, and therefore it is more valuable. Conceptually, this aspect can be incorporated 
into the analysis by disaggregating the capital goods by age and vintage and pricing the 
different goods accordingly. The optimization problem of the price-taker farmer would 
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then include acquisition prices by age and vintage instead of one price. If an old machine 
is sold, someone is buying it because it meets his needs. This indicates that there is a 
market for all types of machines which are actually traded. The extension of the analysis 
to include this kind of heterogeneity should give qualitatively different results from the 
one obtained when the farmer is restricted from purchasing the used equipment (who 
will then buy it?), as the standard model assumes. The interesting question is what the 
qualitative effect is. 

Second, part of the gap between the price of new and used equipment can be attributed 
to marketing charges and asymmetric information of the pertinent agents. Third, there 
is the cyclical element. There is a tendency to sell unutilized capacity in bad times when 
the excess demand for capital goods is declining and with it the price of the used equip- 
ment. The cyclical price behavior is likely to differ according to the origin of the capital 
goods. Used machines are supplied by farmers, and for our purpose they are expected 
to behave as do capital goods of agricultural origin. Their price is determined endoge- 
nously within agriculture and reflects the expected stream of the marginal productivity 
of capital over its remaining lifetime. To trace the consequences of this extension, it 
is necessary to work out the market equilibrium for used equipment. This wilt result 
in a market clearing price, and used equipment will be employed according to condi- 
tions analogous to Equation (34). New machines are of nonagricultural origin, and their 
supply price reflects the conditions in nonagriculture. Therefore the price may be less 
sensitive to the cyclical conditions in agriculture as compared to used machines. To sum 
up, the introduction of a second-hand market adds details to the analysis but not a new 
theory. 

The asymmetry between investment and disinvestment is more pronounced in models 
with internal adjustment costs. Obviously, a demolition of a building or a slaughter of 
a cow does not stretch out over time. The symmetry assumption simplifies the formu- 
lation, but it is unrealistic. Its restrictive nature goes undetected because much of the 
empirical work is based on aggregate data. However, there are some exceptions such as 
Chang and Stefanou (1988) and Lansink and Stefanou (1997). 

6.5. Empirical investment analysis 

In general, time series of aggregate investment show a positive serial correlation. The 
determination of the source for this dynamic relation is a key question in investment 
research. There are two basic approaches. Initially, the dynamics was superimposed 
on the model, and we therefore refer to it as exogenous dynamics. Alternatively, the 
dynamics can be developed from the theory, such as in the case of models based on 
adjustment cost, and it is therefore referred to as endogenous dynamics. 

Aside from the pattern of the dynamics, the empirical analysis should reveal the re- 
sponse of k* to changes in its determinants, where k* is unobserved and therefore is 
replaced by the actual capital stock, or changes in it. The actual capital stock by itself is 
not a well-defined variable, but in this discussion we will ignore the issues involved in 
the construction of the capital stock. 
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6.6. Exogenous  dynamics  

For a variety of reasons, there is a time difference between the date of a firm's deci- 
sion on a new investment and its completion. The implication is that a decision taken 
by the firm in a given year may affect investment in future years, or alternatively, the 
investment in a given year reflects past decisions and, more so, past signals. Such a time 
distribution of the response was a major justification for the distributed lags analysis, 
referred to as the flexible accelerator models, introduced by Chenery (1952) and Koyck 
(1954). In such models, the actual capital stock differs from the desired stock. Koyck's 
formulation uses geometric weights to express the current capital stock as a weighted 
average of past values of desired capital. This process can be presented by an adjustment 
equation 

(40) 

where/z, 0 ~< # ~< 1, is the coefficient of adjustment. Nadiri and Rosen (1969) extended 
this model to more than one quasi-fixed factor. 

The desired capital is unobserved. In the case of a Cobb-Douglas production func- 
tion, the desired capital stock is proportional to the long-run output, and the latter can 
replace the first. Introducing this substitution into Equation (40) and simplifying, we 
can write the following investment function, where It is the net  investment in year t, 

it = IZYo + I z y y t  -- Izkt-1 + error. (41) 

However, the replacement of k* by y* is of little help because the latter is also unobserv- 
able. In practice, actual output is used instead in empirical analysis [Jorgenson (1963)]. 
In so doing, the difference between the short- and the long-run supply is overlooked. 
The elasticities for long-run response express the response with respect to lasting price 
and technology changes. Transitory price changes are likely to affect output according 
to the short-run supply function, but as such should not affect the capital demand. Con- 
sequently, the variable used in the analysis measures with error the relevant variable and 
thereby introduces a downward bias in the estimation [Mundlak (1966)].46 The problem 
can be overcome by aggregating the variables over time and thereby reducing to a large 
extent the effect of the transitory variations [Mundlak (1964a, Chapter 6)]. 

The underlying assumption in Equation (40) is that the adjustment of the actual stock 
to changes in the desired stock is gradual, but this is not always the case. Often, there are 
distinct scale economies in the size of the investment, where the unit cost declines with 
the size of the project, and the optimal size of the investment unit exceeds the demand or 
requires more resources than are currently available. Consequently, the firm may delay 
the investment until it is justified to construct a larger project at a lower unit cost (Ibid.). 

46 For more detailed discussion of this subject, see [Mundlak (1964a)]. 
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The phenomenon of lumpy investment at intervals longer than a year is inconsistent 
with the adjustment cost assumption. However, this is not detected in empirical analysis 
which uses macro data obtained as aggregates over firms and as such conceal it. Again, 
with micro data the problem can be overcome by aggregating the variables over time 
and thereby reducing the importance of the exact timing of the investment (Ibid.). This 
problem has resurfaced in the context of analysis based on adjustment costs, and we 
return to it below. 

6. 7. Endogenous dynamics - the primal approach 

There has been a great deal of empirical work based on the Euler equation on nonagri- 
cultural data. The equation involves unobservable variables, and to overcome this lim- 
itation, alternative approaches have been taken; these are reviewed by Chirinko (1993) 
and Galeotti (1996). To illustrate the basic issues at stake, we present an empirical ver- 
sion of Equation (33), with the assumption that c(.) = (c/2)I 2 so that c(.) does not 
depend on the capital stock. Let z be the expected gap between the marginal produc- 
tivity of capital and the rental rate, zt+j ~ Et{flFk(t ÷ j ÷ 1) - qt+j}. Rearranging 
Equation (33) subject to the assumption on the adjustment cost, it follows that 

1 
Et(It+j) - h Et(/ t+j+l)  = - zt+j. (42) 

c 

An expected decline in the rental rate or an expected increase in the productivity of 
capital causes an increase in z, and hence the difference between current investment 
and expected next-year investment increases. This means that at the margin, current 
investment increases in order to take advantage of the current opportunities. 

For the purpose of estimation, Fk is spelled out explicitly in terms of its arguments, 
and thus the parameters of the production function enter the equation. Similarly, in some 
applications, the cost of adjustment is formulated so as to depend on some variables, 
including output. When the marginal productivity of capital and the adjustment costs 
are written explicitly in terms of their determinants, the empirical equation contains 
output and prices. The empirical equation is then used to estimate the parameters of the 
production function, of the adjustment-cost function, and of h. Unlike in the exogenous 
dynamic models, it is assumed here that the observed capital stock is always equal to 
the optimal one. 

There are several problems in using this equation for empirical analysis. First, in this 
formulation the adjustment-cost parameters are, by assumption, the only source for the 
dynamics. When in reality the time pattern of investment is affected by other causes, 
their influence will be captured by the cost of adjustment parameters, and the empirical 
analysis will give a distorted picture of the dynamics. Second, the Euler equation, (42), 
provides arbitrage conditions between adjacent periods which have to be met on the 
optimal path. When the observations are located off the path, this condition is incon- 
sistent with the data. If  the model is stable, deviations from the optimal path generate a 
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correction toward the path. This correction is not described by the model, but it is em- 
pirically important and as such it affects the estimates. This may be the reason for the 
fact that empirical estimates obtained from the Euler equations do not produce robust 
results. Third, the Euler equation is not an efficient way to estimate the parameters of 
the production function. As argued earlier, it is more efficient to estimate the produc- 
tion function directly. Fourth, recall that h = (1 - 3)/(1 ÷ r), so that h is not a stable 
parameter and should be treated as a variable. When h is treated like a constant, varia- 
tions in h are captured by the equation error, and as such the error is not independent 
of the investment term on the right-hand side of the equation. This causes a bias in the 
estimate. 

6.8. Endogenous dynamics- the dual approach 

The dual approach, as developed by McLaren and Cooper (1980) and Epstein (1981), 
has provided an elegant framework to deal simultaneously with several issues of dy- 
namic adjustment in a practical fashion. It has been applied in agricultural economics 
research, reviewed below, and it is therefore summarized here. 

Following the literature, the presentation is in terms of continuous time, and the cost 
of adjustment appears as an argument in the production function. A crucial element 
in this framework is the assumption of static price expectation whereby the present 
prices and technology are assumed to remain constant indefinitely. Modifications of 
this assumption are discussed below. 

The production function, F(k, I), is expressed in terms of the quasi-fixed factors, k, 
and the investment, 1.47 The variables are vectors of comparable dimensions. A partial 
list of the regularity conditions on the production function includes: Fk(.) > 0, FI(.) < 
0, and F(.) is strongly concave in I.  The optimization calls for: 

J(s) = max/ ']°c e-rt[ F(k' I) - ~'k + Jk,(I - 6k)] dt 
I Jo 

(43) 

subject to k(0) = k0, and the terminal conditions. J(s) is the value function, a prime 
means transpose, 0 is the vector of rental rates, s = (k, ~, r, 3) is the vector of exoge- 
nous variables, ark is the vector of multipliers of the constraint/~ = I - 6k, and as such it 
represents the shadow price of capital. Note that (43) is expressed in terms of the rental 
rate, unlike the argument of (30), which is expressed in terms of the price of the capital 
good. Also, under static expectations, ~ does not contain the capital-appreciation term. 
This difference in formulation can be of significance in the case of nonstatic expecta- 
tions. In what follows, unless indicated otherwise, r and ~ are assumed to be constant. 
All the variables are functions of time and, unless needed, the time notation is avoided. 

47 Initially, all inputs can be considered to be quasi-fixed, and it is up to the analysis to determine if a particular 
input is variable. Alternatively, the production function can be the concentrated function in the quasi-fixed 
variables. 



60 Y. Mundlak 

Because the prices and the technology are assumed constant, only their current values 
matter. This is the major analytic payoff of the assumption of static expectations. Con- 
sequently, the problem becomes similar to that of the duality used in the static analysis. 
The difference between the two models is in the nature of the solution; in the dynamic 
case, it consists of the time path of the control variables. 

Under the regularity conditions on F, the value function J satisfies the Hamilton- 
Jacobi Bellman equation [Kamien and Schwartz (1991, p. 261)]: 

r J (s) = relax{ F(k, I )  - q ' k  + Jk(s) '  ( l - 3k)}. (44) 

A partial list of the regularity conditions on the value function includes: (8 + r)  Jk + q -- 
Jkkfc > 0 (equivalent to Fk > 0), Jk > 0 (positive shadow price of capital; follows from 
the adjustment cost assumption of FI < 0), and a necessary condition that J is convex 
in prices (because J is a maximum problem). 

The behavioral functions are derived by differentiating J (.) with respect to the exoge- 
nous variables to yield a generalized Hotelling's Lemma. Specifically, a differentiation 
with respect to ~ and rearrangement yields: 

(45) 

where we write J ( k ,  s) to remind us that k is an argument of J.  Thus, the following 
holds on the optimal path: 

r J (s) =-- F ( k ,  it* + 3k) - q ' k  + J~(s)[c*. (46) 

The steady state value of k is obtained by setting/~* = 0 and solving: 

k* + rJ~(k* ,  s) = 0. (47) 

Given the regularity conditions on J(.),  a duality between F(-) and J(-) is established. 
Let 

F*(k ,  I )  = m i n { r J ( k ,  ~) + ~ ' k  - Jk(k,  ~ ) ' ( I  - 8k)}. 
q 

(48) 

Heuristically, the duality prevails if J derived from (43) is used in (48) to derive F*(-), 
and F*(.) ---- F(.). Inversely, if F derived from (48), by using J that maintains the 
regular conditions on J, is used in (43) to derive J*, then J = J*. This is the meaning of 
the duality, but as in the static case, this relation is seldom exploited in empirical work. 
However, there is a revealed difference in aspiration between the static and dynamic 
analyses. As discussed above, the empirical duality analysis sprung up as an alternative 
to the primal approach for estimating production functions. The dynamic analysis is 
focused on the derivation of the demand for the quasi-fixed factors of production. As 
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such, the interest is in the empirical performance of (44) and (47) and the conditions 
underlying their derivation. 

The empirical implementation requires algebraic formulation of the value function. 
The quadratic function, in the pertinent variables (or a monotone transformation thereof, 
such as logarithms or power functions), has been widely used because of its conve- 
nience: 

j ( s ) = a o + ( d k a q ) ( ; ) q _ ~ ( k , g l , ) ( A k k  A k o ) ( ; )  
A~k Aqq 

(49) 

where ak, a 0, k, and ~ are column vectors, and the Ai j  a r e  matrices of conforming 
dimensions. Given (49), 

J~ = a 0 + Aqkk + A~kO; Jok = AOk. (50) 

Substitute in (47) and impose k = k*: 

k* = - r ( I  -I- rAoK) -1 (a 0 + AO4gl), (51) 

where I is the identity matrix. Substitute (50) in (45) and simplify using (51), 

it* = M ( k  - k*); M = (I + rAok) - l ,  (52) 

where M is the adjustment matrix. Note the similarity of Equations (52) and (40). In 
addition to the fact that (52) is a differential equation and (40) is a difference equation, 
Equation (52) is a multivariate equation and M is expressed in terms of coefficients of 
the value function. Otherwise, in empirical applications, the two versions are similar 
in form, so that the foregoing discussion provides a foundation for the distributed lag 
formulation. Using a discrete time approximation, the empirical equation can be written 
a s  

kt = (I - M ) k t - I  - M k  t. (53) 

The adjustment matrix, M, is constant, but under a different specification of the value 
function it can become a function of some exogenous variables. 

6.9. Empirical investment analysis in agriculture 

The following review of individual studies is intended to span the space of the empirical 
parameters, and to convey the cumulative experience which should help us in forming a 
view of the scope of the various approaches and to learn from their inherent difficulties. 
This should help in outlining the strategy for future research. Our discussion is limited 
to the estimation of investment functions and will skip over the important conceptual 
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and practical issues involved in measurements of capital (see for instance: [Griliches 
(1963c), Ball et al. (1993b), Larson et al. (1999)]. 

Unlike studies of production or supply functions, there are only a few empirical stud- 
ies of investment in agriculture using the direct or primal approach. Griliches (1960, 
1963c) studied the demand for tractors in the United States in 1921-1957 using a dis- 
tributed lag framework where the desired stock is determined by the real price of tractors 
and by the interest rate. The results show the importance of price variables as determi- 
nants of investment. 

Heady and Tweeten (1963, Chapter 11) analyzed the purchases of all farm machinery 
in the United States in the period 1926-1959, excluding 1942-1947. They report a gar- 
den variety of regressions. The core explanatory variables are machines-to-commodity 
price ratio, a ratio of equity to liabilities of the farm sector, or alternatively a measure of 
farm income, a time trend, and in some cases, the lagged value of the dependent vari- 
able. They conclude that " . . .  a 1 percent increase in the price of either trucks, tractors or 
equipment aggregate . . .  is predicted to increase respective annual purchases 1 percent; 
stock 0.2 percent in one or two years. In four years the elasticity of machinery purchases 
Qi with respect to Pi remains about unity, but with respect to PR [commodity price - 
YM] is 2 or more. A sustained 1 percent rise in prices received by farmers is expected 
to increase stock for these same items 0.2 percent in one or two years, 0.5 percent in 
four years and more than 2 percent in the long run" (pp. 327-328). The trend variable 
was robust, and the equity/liability ratio had the fight sign and was significant. This can 
be interpreted as a sign of cyclical behavior, with higher investment in good times. 

As in many empirical applications, their equations contain fewer variables than what 
is called for by the theory. Presumably, the equation should include all prices and a 
measure of technology. In general, with a short time series the empirical equation does 
not sustain all the pertinent variables. For instance, in the study of Heady and Tweeten 
(l 963), the inclusion of more prices was not supported by the data. One way to deal with 
this problem is to collapse the prices and other exogenous variables into one measure, 
the rate of return. The higher the expected rate of return, the higher the investment 
demand. The rate of return can be thought of as a proxy for the gap between the expected 
marginal productivity of capital and the rental rate, labeled as z in Equation (42). 

Mundlak (1964a, Chapter 6) used a panel of farm micro data to study investment 
in farm structures using the accelerator formulation and demonstrated the importance 
of aggregating the data over time in order to eliminate the noise that exists in annual 
micro data. This finding is consistent with lumpy investment and is not supportive of 
the idea of a convex cost of adjustment function that results in a gradual adjustment. As 
indicated earlier, this may be typical for many investments in agriculture. 

The application of firm theory to the estimation of the aggregate industry investment 
function overlooks the fact that the supply of capital goods is not perfectly elastic. One 
way to incorporate this element is to estimate the allocation of total investment to the 
various sectors. This is the approach taken by Mundlak, Cavallo, and Domenech (1989) 
for Argentina, and Coeymans and Mundlak (1993) for Chile. The differential sectoral 
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profitability is measured by the rate of return. The long-run elasticity with respect to the 
ratio of sectoral rates of return is roughly 1 in both countries. 

6.10. Dynamic factor demand using duality 

The empirical application of the static expectations model assumes that every year the 
firm recalculates its plans conditional on the new information on prices and technol- 
ogy. The model provides an interpretation of the flexible accelerator, and it facilitates a 
convenient way to estimate the adjustment pattern of the quasi-fixed factors. The empir- 
ical inference has substantive and analytic aspects. The first is judged by the economic 
meaning of the results, regardless of the method used to derive them. The second is 
more complex. For the theory to be applicable, the empirical results should be con- 
sistent with the underlying conditions of the model. For the duality to be of interest, 
the prices should appear as arguments in the derived factor demand, their coefficients 
should have the right sign, and the value function should be convex in the prices. That is, 
in terms of Equation (49), A ~  should be positive definite. In what follows, we summa- 
rize findings, pertinent to our discussion, of some leading studies dealing mostly with 
agriculture. Some of these studies use micro data, while the others use macro data. 

There is a similarity in the basic assumptions underlying the static and dynamic dual 
analysis. Most important is the assumption, often made regardless of the level of ag- 
gregation of the data, that the factor supply and the product demand are all perfectly 
elastic. Other than that, the technology is generally represented by a time trend. The 
term "capital" is used freely to any aggregate of capital goods. Our foregoing, discus- 
sion indicates that the demand elasticity for an input depends on its production elasticity 
or factor share. Thus, we should expect a different demand elasticity for a single item, 
say machinery, than for an aggregate measure. 

Epstein and Denny (1983) applied the Epstein (1981) model to the US manufacturing 
annual data for the period 1947-1976. This application has had an influence on the 
studies in agriculture, and we therefore begin by reviewing here some of its pertinent 
sections. The technology is represented by a cost function, and hence the value function 
is derived by choosing the investment that minimizes the present value of the time path 
of the cost of production. Because it is a minimum problem, the value function should 
be concave in prices, which implies that the matrix analogous to A0~ in (49) should be 
negative definite. In the estimation, the symmetry in price response was imposed, but the 
nonnegativity condition is violated. The authors argue that the violation is statistically 
only marginal. Following this line of thinking, we should note that the origin is also 
included in the joint confidence region for the price coefficients, which means that the 
null hypothesis of no price response cannot be rejected. The authors are aware of this 
problem, but do not accept the outcome because it is inconsistent with the concept 
of duality underlying the analysis. This raises the question of what do we learn from 
superimposing a model which is rejected by the data. The cost of this procedure is that 
we avoid the search for the reasons of the violation of confirming duality with the given 
sample. 
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The results show that labor and capital turn out as quasi-fixed. The rate of adjustment 
is fast for labor, an adjustment coefficient of 0.9, which implies a closure of the gap in a 
little over a year. On the other hand, the rate for capital is slow, an adjustment coefficient 
of 0.12, which means that it takes about 8 years to close the gap. The adjustment matrix 
is not diagonal, implying an interaction in the adjustment of the two factors toward their 
steady exogenous values. The authors are disturbed by the direction of the interaction. 
"It implies that a 'deficient' stock of labor reduces the demand for capital" [Epstein and 
Denny (1983, p. 660)]. This finding is acceptable, however, with the choice of technique 
approach. 

The own price elasticities for capital and labor are negative but small, both in the 
short run and the long run. The largest numerical value is the long-run elasticity of 
capital, which varies between -0 .25  and -0 .18  for the three reported years. Because 
the technology is represented by a cost function, output is one of the arguments of the 
factor demand and, as in the studies based on the primal approach, it has a much stronger 
influence on demand. "With respect to output changes, a different pattern emerges. The 
short-run labor elasticity is roughly 0.6 and the long-run is roughly 60 percent higher. 
Most of the changes in labor occur in the short-run. For capital, the short-run response 
is negligible while the long-run response is large, an output elasticity approximately 
equal to 1.4" [Epstein and Denny (1983, p. 662)]. This implies that in the long run labor 
expands at about the same rate as output but capital grows at a faster rate, which is 
consistent with capital deepening and also with the hypothesis that capital is a carrier of 
new techniques. 

The authors are aware of the fact that the theory is a micro theory, but it is applied to 
aggregate data. There would be no difference between the micro and macro models if 
the firms were similar in some sense, and the micro unit would be representative of the 
firms in the industry. However, the conditions for this, as developed by the authors and 
which are similar in nature to those of linear aggregation, are stringent. In the case of 
the cost function, the value function should be linear and additive in k and y. Specifi- 
cally, this implies no interaction between size of the firm and factor intensity, which is 
unlikely in the case of heterogeneous technology. The authors estimate the model under 
these conditions and find that " . . .  the resulting structure failed to satisfy the regularity 
conditions" [Epstein and Denny (1983, p. 662)]. In passing, it should be indicated that 
even if the stringent conditions for aggregation were maintained, there would still be the 
problem of upward-slopping factor supply that would differentiate between the micro 
and macro studies. 

Turning to agriculture, we begin with macro studies of the US agricultural sector or 
industries thereof. One of the earliest applications of the duality model is the study by 
Vasavada and Chambers (1986) of the factor demand of US agriculture. 48 The model 
deals with four input categories: land, labor, machinery, and materials. The results in- 
dicate that land, labor, and capital services are quasi-fixed factors, and materials are 

48 Lopez (1985b) used the cost of adjustment in studying the dynamics of the Canadian food processing 
industry. 
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variable factors. The univariate flexible accelerator hypothesis is rejected; thus the ad- 
justment process of  the various factors is interdependent. The results show a long ad- 
justment period for capital (10 years) and labor (9 years), and a short period for land 
(2 years). This pattern is puzzling, but before going deep into the rationalization of  the 
results, it is noted that the coefficients of the adjustment matrix are mostly nonsignif- 
icant. This suggests that the null hypothesis of no adjustment might not be rejected, 
in which case there is no response to changes in the desired values. Obviously, this is 
inconsistent with the fact that inputs change every year. 

An inspection of  the price coefficients indicates that with the exception of  materials, 
the own-price coefficients are not significantly different from zero. Furthermore, "Be- 
cause all the diagonal elements are not positive, convexity of the value function cannot 
be accepted" [Vasavada and Chambers (1986, p. 955)]. 49 

Luh and Stefanou (1991) estimate factor demand for US agriculture in 1950-1982. 
Like Vasavada and Chambers (1986), they also obtain a slow convergence to long-run 
equilibrium values: 0.15 of  the gap for capital and 0.11 for labor. Interestingly, unlike 
Vasavada and Chambers (1986), they find independent convergence of  labor and capital. 
This is consistent with the idea that the equations are strongly influenced by the factor 
supply. 

Taylor and Monson (1985) study the factor demand in the US southeastern states 
in the period 1949-1981. The quasi-fixed factors are land and farm machinery, which 
the authors refer to as capital. The variable factors are labor and materials. "Fifteen of  
the estimated 26 parameters are at least two times their corresponding asymptotic stan- 
dard errors" (p. 5). The price coefficients have the correct signs, hence monotonicity is 
maintained. Convexity is largely maintained. It seems though that most of  the insignif- 
icant coefficients are those of  prices, and this weakens the finding on convexity. The 
price elasticities, both short-run and long-run, are mostly low and fairly distant from 1. 
The hypotheses of  independent rates of  adjustment and instantaneous adjustment are 
rejected. The rate of  adjustment was 0.55 for machinery and 0.18 for land, which means 
that it takes roughly two years to close the gap in machinery and six years to close the 
gap in land. 

Howard and Shumway (1988) study the US dairy industry in the period 1951-1982. 
The analysis deals with two quasi-fixed inputs: herd size and labor, whereas feeds is a 
variable input. They use a modified version of the generalized Leontief equation. Their 
untested justification for the use of a micro model to the study of  the industry is basi- 

49 Vasavada and Chambers (1986) remark that "... [t]here are no estimated diagonal elements with nega- 
tive point estimates whose asymptotic confidence intervals do not encompass zero and positive numbers at 
traditionally reasonable levels of significance. Hence, the divergence from convexity, if it exists, may not be 
significant" (p. 955). This is not a strong supporting argument. It can be conjectured that if a joint confidence 
region were constructed for all the diagonal parameters in question, it would contain the origin, implying that 
the quadratic term in prices can be omitted; this reduces the model to absurdity. 
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cally the assumption that the technology is invariant to the size of  the firm. 5° A similar 
assumption was tested by Epstein and Denny (1983) and was rejected. 

As to the results, "Nearly half of  the parameters were significant at the 5 percent level, 
which was quite robust compared to other estimated dynamic dual models" [Howard 
and Shumway (1988, p. 842)]. This is hardly a complimentary comment, and it illus- 
trates the difficulties associated with the application of  the model. R 2 is high for the 
inputs but low for the output (0.29). 51 The adjustment rate for cows and labor is 0.09 
and 0.4 respectively. This raises a question: When prices change, why would labor re- 
spond when the adjustment in herd size is sluggish? It is suggested that "[t]he slow 
adjustment of  cows is consistent with the very inelastic short-run milk supply found in 
previous studies" [Howard and Shumway (1988, p. 842)]. This now suggests that the 
capital stock is a function of output, but this is an explanation that the present model 
intends to replace and as such it is questionable. A different line of  reasoning suggests 
that because the study deals with the industry as a whole, the changes in output reflect 
expected changes in aggregate demand, and this possibility is not accommodated by the 
model. 

The monotonicity conditions on the value function were held at nearly all observa- 
tions. However when the convexity was imposed, the model did not converge, and this is 
an indication of  inconsistencies. "All the short-run own price input demand elasticities 
were negative, but the output own-price elasticity was positive for only fifteen of  the 
thirty-two observations" [Howard and Shumway (1988, p. 844)]. In dynamic models, 
a sign reversal can happen in the short run, but this would have to come from a sign 
reversal in some inputs. This is not shown to be the case here. "The short-run, own- 
price input demand elasticities for cows and labor became more elastic over time. The 
increasing own-price elasticity for labor was consistent with the increasing proportion 
of  hired to family labor over the period" (Ibid., p. 845). Again, the question of  identifi- 
cation comes up. With what we know about the declining number of  farm operators in 
the US (as elsewhere), the question is whether this is not a reflection of  changes in labor 
supply rather than in labor demand. 

Next, we review two studies that extend the assumption of  the model to allow for a 
difference in the pace of  adjustment between positive and negative investment. Chang 
and Stefanou (1988) apply the model to a panel data of  173 Pennsylvania dairy farms 
in 1982-1984. Hired labor and feeds are variable inputs, whereas family labor, herd 
size (cow), real estate, and equipment are quasi-fixed. Results are reported only for the 
adjustment coefficients, so that we cannot evaluate the impact of  the specification on 

50 "The dairy industry consists of many price-taking firms, and theory suggests that in long run competitive 
equilibrium all such firms operate at the minimum average cost ... it is necessary and sufficient for consistent 
aggregation across firms that the value function be affiue in capital" ]Howard and Shumway (1988, p. 840)]. 
51 The actual empirical equation is not presented. However, in general, the inputs are regressed on their 
lagged values and the other variables. When the dependent variable is quasi-fixed, the regression is of a stock 
variable on its lagged value. Such equations in general show a very good fit. The output is a flow variable, and 
this may explain its relatively low value. 
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the price coefficients. It is stated that " . . .  at least half of the parameter estimates are 
significant at the 10 percent significant level especially those associated with prices of 
var iab le  factors" (p. 149, italics by YM). If this statement suggests low precision of 
the estimated price coefficients, as in the other studies, the results are better for the ad- 
justment coefficients, where most of the own adjustment coefficients are significant at 
the 1 percent level. The adjustment of the four quasi-fixed inputs are interdependent. 
There is a difference in the response when asymmetry is allowed for. "In the symmet- 
ric model, the estimated own adjustment coefficient for durable equipment is 0.8072, 
the highest among four quasi-fixed factors. The adjustment rates for family labor, herd 
size and real estate are relatively more sluggish. In the asymmetric specification the ad- 
justment of durable equipment also appears to be sluggish. Family labor and herd size 
follow a similar adjustment pattern in that the contracting adjustment rate is higher than 
the expanding one.. .  The adjustment rates for real estate and durable equipment are 
somewhat confusing in terms of their signs and magnitude" (p. 151). 

Lansink and Stefanou (1997) extend further the asymmetric model by allowing also 
for changes in the investment regime. The model is applied to a sample of specialized 
cash crop farms in Holland, 1971-1992. There are 4,040 observations, 2.4 percent of 
which reported negative investment, 29.4 percent of which had zero investment, and 
the remainder of which had positive investment. Quasi-fixed inputs are machinery and 
rootcrop-specific area. Fixed inputs are the total area of rootcrops and other outputs and 
labor. There are two outputs, rootcrops and 'others'. Variable inputs include pesticides, 
fertilizers, and 'others'. 

"This model contains 92 parameters, including two parameters related to the expected 
error terms in Equation (20). The estimated model generated 49 percent of the param- 
eters estimated significant at the critical 5 percent level. Convexity . . .  is found not to 
hold" [Lansink and Stefanou (1997, p. 1346)]. It is concluded that the parameter differ- 
ence between the two regimes is significant for the adjustment parameter of machinery 
and the parameter relating machinery investment to the quality of labor. Simulation 
shows response to prices in both the probability of being in a particular regime and in 
the magnitude. 

Finally, "The adjustment rate for machinery is 13 percent a year toward the long-rnn 
equilibrium machinery target in the presence of a disinvestment regime and 7 percent 
a year in the presence of an investment regime" (p. 1349). The rate of disinvestment 
is in line with conventional rates of depreciation used for machinery, which suggests 
disinvestment by attrition. 

Under the assumption of static expectations, firms recalculate the optimal plan ev- 
ery year conditional on the prevailing prices and technology. But prices are subject to 
variations and the firms know it, so they must exercise some judgment as to the per- 
manence of a given price regime. This brings up the question of expectations. Luh and 
Stefanou (1996) replace the assumption of static expectations with "nonstatic expec- 
tations", which are introduced by first order autoregressive regressions. The model is 
applied to US agriculture, using two alternative data sets. The quasi-fixed inputs are 
capital and labor. The results are not invariant to the data set. The hypotheses of static 
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price expectations are all soundly rejected for one data set but not for the other. Sim- 
ilarly, the test for independent adjustment rejects the null (independence) for one set 
but not the other. Quasi-fixity is accepted for both sets. As to the rate of adjustment: 
"While estimated adjustment rates vary, taken together these results suggest that capital 
and labor take two to three years to adjust to their long-run equilibrium levels. Other 
adjustment cost models for US agriculture.., report adjustment rates for capital and la- 
bor ranging, respectively, from 9 percent to 55 percent and from 7 percent to 40 percent. 
Our study predicts moderate adjustment speed for capital but much faster labor adjust- 
ment compared to other studies" [Luh and Stefanou (1996, pp. 1001-1002)]. Not all the 
required properties of the value function are met (Table 6). The authors are disturbed by 
the fact that the results are sensitive to the data sets. 

Thijssen (1996) compares static expectations with rational expectations, using panel 
data of Dutch dairy farms, 1970-1982. The specification is different from the studies 
reviewed above in that labor and land are treated as exogenous; capital is the only en- 
dogenous variable. The results obtained by imposing the constraints of the rational ex- 
pectations do not make sense and are inconsistent with the theory. The results with static 
expectations give elasticities of long-run demand for capital of 0.59, -0.45,  and -0.13 
for the prices of output, capital services, and variable inputs, respectively. However, the 
coefficients of labor and land are insignificantly different from zero. 

The impact of the resource constraint on the demand of the factors that are allowed to 
vary can be evaluated by comparing the short-run and long-run price elasticities. Output 
control as a component of agricultural policy introduces another constraint. Fulginiti 
and Perrin (1993) and Moschini (1988) showed that production quotas on a product 
reduce the supply elasticities of the nonmanaged products. This can be attributed to the 
reduction in the scope for substitution. Richards and Jeffrey (1997) use the dynamic 
duality framework and data for Alberta dairy farms over the period 1975-1991. They 
attribute the impact to the investment that is tied up in the purchase of production quotas, 
which may amount to " . . .  half of the total cost of establishing a dairy farm, may cause 
farmers to face a real capital constraint" (p. 555). 

As to the results, monotonicity and symmetry are not rejected, but " . . .  imposing 
convexity on the full four quasi-fixed inputs model caused the estimation procedure to 
fail to converge" (Ibid., p. 561). The model was reduced to contain only two quasi- 
fixed inputs, but "[a]s with the full model, the reduced model does not converge with 
convexity imposed parametrically. Given these results, further estimation proceeds with 
two quasi-fixed inputs, dairy cattle and quota licenses, with only symmetry imposed" 
(Ibid., p. 561). The estimated adjustment coefficients were 0.0995 for quota and 0.1556 
for cattle. Obviously, the adjustment of the quotas to their long-run equilibrium is slow, 
and the question is whether this reflects only the demand side or, as with the studies 
based on industry data, the slow adjustment reflects the changes in the supply of quotas. 

6.11. D i scus s ion  

We can now repeat the questions asked in our summary discussion of the static dual 
approach to the estimation of the production functions. These should be answered at 



Ch. 1: Production and Supply 69 

two levels: methodological and substantive. On the methodological level, the answer is 
simple: The approach provides an efficient and powerful way to discuss and formulate 
dynamic factor demand. Similar to the static duality framework, this assertion is true 
regardless of the outcome of the empirical analysis. In this respect, the claim made 
by some of the authors that the empirical analysis tests the validity of the competitive 
conditions is not accurate. The most that can be claimed for the empirical analysis is 
that the conducted tests are of the particular specification. A rejection of a particular 
specification is not a rejection of the competitive conditions. 

The substantive message is more complex. Like in the static case, the essence of 
the duality framework is the ability to identify the technology by means of prices. It 
is therefore only natural that we concentrate our attention on the role of prices. The 
results with the dual dynamic framework are similar, if not more pronounced, to those 
obtained in the static case in that the convexity in prices of the value function is generally 
violated. Moreover, the price effect is relatively weak, and the long-run price elasticities 
and, of course, the short-run elasticities of the factor demands are relatively low. In some 
cases the whole price matrix is not significantly different from zero. All this suggests 
that the raison d'etre of the duality model is put to question. We return to possible 
explanations below. 

The dynamic dual approach concentrates on the behavioral equations and grossly ne- 
glects the inference on the production function itself. This is a good example of the 
principle of comparative advantage. The dynamic behavior indicates a gradual adjust- 
ment to the prevailing, and ever-changing, gaps between the desired long-run values of 
the quasi-fixed factors and their current values. This result is obtained by the inclusion 
of lagged values of the dependent stock variable in the empirical equation, as has been 
the case with the exogenous dynamics. The difference between the two approaches is 
that the dual dynamic model connects the adjustment coefficients to those of the value 
function. This can be considered the strength of the approach, but at the same time it 
also represents its weakness. In essence, this approach attributes the whole dynamics to 
the internal cost of adjustment. The empirical results show that in most cases the adjust- 
ment is sluggish, and in this respect it is also not different from those obtained under 
(the presumably naive approach of) exogenous dynamics. 

There are many investment studies in nonagriculture with cost of adjustment. Often 
the empirical equation includes output as a variable. In the exogenous dynamics case, 
output is introduced to the model through the explicit expression of the marginal produc- 
tivity of capital, and as such, the output coefficient is related to the production function, 
or through the cost function when the technology is represented by the cost function. 
On the other hand, in the endogenous dynamics models it is introduced also, and some- 
times solely, through the expression for the adjustment cost, and as such it describes a 
completely different process than that implied from the first case. In summarizing the 
empirical record in nonagriculture, Chirinko (1993) notes that output performs well in 
explaining investment and that the performance of prices is rather weak. He also notes 
a lack of robustness of the results. 
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Can all these results be rationalized? There are two aspects of the decision to invest in 
any given year: growth and timing. The growth aspect reflects the long-term view about 
the prospects of the contemplated investment. The question is when to act. The timing 
aspect is related to the prevailing price variability which generates opportunities for cost 
reduction, or capital gains. This possibility is ruled out in a world of static expectations 
where the current prices are assumed to remain constant indefinitely. This is the reason 
that the value function can be formulated in terms of the annual capital charges (rental 
rates) rather than in terms of the total expenditures on the capital goods. It is only under 
the latter formulation that the expected capital gains constitute a component of the rental 
rate, as for instance in (32) or (34). The prospects for capital gains introduce cyclical 
considerations into the model. This also holds true for the interest rate which varies over 
time and also across individuals, reflecting their financial position. However, the interest 
rate is taken to be constant, as in the empirical studies reviewed above. 

Furthermore there is the problem of price expectations. There are no clear-cut system- 
atic differences in the estimates associated with different assumptions about the nature 
of the price expectations. It is difficult to conceive that the expectations do not matter, 
so it must follow that the tried alternatives have something in common, probably an 
error component. When the price variables are subject to measurement error, their esti- 
mated coefficients are likely to be biased downward. This problem is more serious for 
the capital goods than for the variable inputs because they require price forecasts for 
the entire lifetime of the project. If  this argument is true, the own price elasticities of 
the variable inputs should have a lower downward bias and also be more precise (have 
higher t-ratios) than those of the durable inputs. A superficial inspection of the studies 
reviewed above indicates that this might be the case. 

Duality is a micro theory, and therefore the applications with macro data add ad- 
ditional problems. The question of whether the macro function can be considered as 
that of the representative firm has already been mentioned above. But the test of the 
conditions for the ideal aggregation that will allow this interpretation deals only with 
the consequences of aggregation. There is still the problem that the factor supply and 
product demand are not perfectly elastic as the model assumes. Consequently, there 
is an identification problem, and the estimated coefficients reflect both supply and de- 
mand. This problem is shared also with the static estimates, but the dynamic model has 
an additional problem in that the pace of the closure of the gap is likely to reflect the 
pace of the changes in the factor supply or product demand. For instance, in interpret- 
ing the studies on US agriculture it is important to note that the movement of labor 
and capital have taken opposite directions. The decision of labor to leave agriculture is 
a decision made by households on their employment conditional on the opportunities 
outside agriculture. As for capital, its supply is not perfectly elastic, and agriculture 
has to compete with other industries for resources. This is consistent with the study 
by Lee and Chambers (1986), which tests for the credit constraint in US agriculture in 
1947-1980 and concludes that farmers do not face a perfectly elastic supply of funds 
or credit (p. 865). As such, it is also supportive of the discussion on the choice of tech- 
nique. 
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For the micro data, we noted that in many cases the investments are lumpy. A tractor 
is not purchased gradually, a piece at a time, and similarly for a milking shed. This 
pattern is masked in the analysis with macro data because the aggregation over firms 
gives a smooth time path of the investment, but the results do not shed light on the 
decisions made at the farm level. 

Why does output perform better in studies where it appears as a variable? The forego- 
ing discussion suggested some reasons for a revealed weak price response. In addition, 
as illustrated in the foregoing discussion, a change in price has direct and indirect ef- 
fects on the desired capital stock, and the indirect effect is considerably larger. Thus, 
part of the effect of output on the desired capital stock may reflect an indirect effect of 
price. In addition, changes in output represent not only price effects but also changes 
in technology. As technology is the engine of growth, it probably plays a key role in 
explaining actual investment in many cases. 

In conclusion, the endogenous dynamics models have two basic limitations. First, 
they describe a dynamic process in terms of unobserved variables, and thereby lose the 
main potential of explaining the timing of investment; and second, their only engine for 
the dynamics is the internal cost of adjustment. There has been no obvious advantage to 
their performance in empirical analysis nor has there been any particular insight gained 
by their empirical application. 

7. The scope for policy evaluation 

In the discussion of duality, the question was raised as to where we go from here. At 
this stage, it is clear that this question should be addressed within the broader framework 
that has evolved from the foregoing discussion. The core of the production structure, as 
outlined above, can be summarized by the following functions: 

y (v, k, T) Production function (54) 

v(p, w, k, T) Demand for nondurable inputs (55) 

w (v, s (v)) Supply of nondurable inputs (56) 

k* (s (k*)) Capital demand on the optimal path (57) 

k(k*, s(k)) Actual capital (58) 

T (s (T) ) Implemented technology (59 ) 

where s(x) is the vector of the exogenous variables pertinent to the supply or demand 
of x, whichever the case may be. Specifically, s(v) are the exogenous variables that 
affect the supply of the nondurable (variable) inputs, s(k*) affect the capital demand on 
the optimal path, s (k) are the variables that determine the dynamics of convergence of 
the capital stock to the optimal path, and s(T) determine the implemented technology. 
Some of the exogenous variables were discussed explicitly above, others are discussed 
in the references or are left in an implicit form. In passing we note that the role of these 
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variables in empirical analysis is still to be more fully unveiled in future research. The 
system should also include land which is not dealt with explicitly here because we have 
already covered considerable ground without land. Mechanically, we can think of land 
as being a component of capital, in which case the supply condition of this component 
should be carefully specified. 52 

To obtain the dynamics of the supply, substitute the functions (55)-(59) in the pro- 
duction function to obtain 

y[p, w, s(v), s(k*), s(k), s(T)].  (60) 

Obviously, a function of the form y (p, w) cannot capture all the complexities of Equa- 
tion (60). The function serves as an approximation whose quality depends on the im- 
portance of the missing exogenous variables, which in turn depend on the data base. 
More generally, this is the problem of estimates based on duality which depend heavily 
on prices. When dealing with micro data with constant technology, the only relevant 
issue that will differentiate between the general expression in (60) and y(p, w) is the 
handling of capital. On the other hand, when dealing with aggregate time-series data, 
all the exogenous variables may have an important impact. 

Can such systems be evaluated empirically? The answer is positive, as has been 
demonstrated by Cavallo and Mundlak (1982) and Mundlak, Cavallo, and Domenech 
(1989) for Argentina; Coeymans and Mundlak (1993) for Chile; Lachaal and Womack 
(1998) for Canada; and at a lower level of aggregation, McGuirk and Mundlak (1991) 
for the Punjab agriculture under the Green Revolution. These studies show clearly that 
agriculture responds to prices following endogenous dynamics, of a different form from 
those discussed above, and that it takes time for the response to reach its full course. 

Studying the production structure in all its complexities is both research-intensive 
and promising. What is the alternative? I will leave it for the reader to formulate his or 
her own answer. However, in thinking of an answer, we have to keep in mind that more 
than 70 years have passed since the work of Douglas. During this period, considerable 
work and ingenuity has been directed to improve the specification and the estimation 
method, but as we have indicated, there is no simple, robust way to describe reality. 
In part, the reality has many faces, and in part the researchers have many faces. As in 
Rashamon, we vary in our reports of the same phenomenon. 

With this background, we can now address the cardinal question of what effect pol- 
icy can have on production. Traditionally, the evaluation of the consequences of policy 
is limited to the examination of resource allocation. The present framework introduces 
an additional dimension, the determination of the implemented technology. The de- 
pendence of the implemented technology on the environment is the key factor to un- 
derstanding why less-developed countries lag persistently behind the performance of 
developed countries. The economic environment is affected by policies, sector-specific 

52 For a discussion of land, see [Mundlak (1997)]. 
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as well as sector-neutral. The response to changes in the economic environment is not 
immediate, and it is therefore important to spell out the role of the dynamics of response 
through resource allocation and the choice of the implemented technology. This is what 
the above structure does. 

7.1. Summary and conclusions 

We have reviewed the more important issues concerning empirical production and sup- 
ply analysis with emphasis on agriculture. In order to confront aspiration with reality, 
we have deliberately substantiated the main arguments with explicit, and in some cases 
detailed, references to the reviewed studies. 

The literature, spread over 50 years of research, has evolved from analysis of spe- 
cific issues concerning the production function per se to analysis which binds together 
competitive conditions with the technology. Initially, the incorporation of competitive 
conditions dealt with static (one period) analysis, and this was extended later on to dy- 
namic analysis. The lack of robust, and often of meaningful, results triggered a search 
in several directions: better precision in the estimation, an appropriate parametric form 
of the production function, or avoidance of a parametric presentation altogether, and 
ultimately the consequences of heterogeneous technology. To some extent, the differ- 
ent approaches have been associated with different questions asked and consequently 
resulted in different results, which are not always comparable. This complicates the 
assessment, and consequently the evaluation of a given approach is done by compar- 
ing the results with the underlying assumptions and expectations, as well as with the 
substantive message. This state of affairs is unsatisfying because the essence of dual- 
ity is that knowing the production function, one can derive the behavioral equations 
and conversely, but the analysis is seldom carried out that far. Still, the search in the 
various directions has been essential for the understanding of the process, for marking 
the boundaries of the empirical analysis, and for developing alternative approaches that 
might overcome some of the difficulties. This is research. 

The primal approach consisted initially of the estimation of a Cobb-Douglas produc- 
tion function using both micro and macro data. The main yield of these studies consists 
of production elasticities, a check of the prevalence of profit maximization, and a mea- 
sure of economies of scale. The results have not been robust and have varied with the 
samples. We have provided some numerical results for the production elasticities which, 
on the whole, show that labor elasticity in agriculture is smaller than in nonagriculture, 
indicating that agriculture is more susceptible to changes in the cost of capital and less 
to changes in the wage rates than nonagriculture. Economies of scale have been de- 
tected mainly in strictly cross-sectional studies and are attributed to statistical bias due 
to the correlation between the unobserved idiosyncratic productivity and the input level, 
or simply the endogeneity of inputs. The main approaches to overcome this statistical 
bias have been the use of covariance analysis in panel data and the use of prices as 
instrumental variables (and more recently a combination of the two). The covariance 
analysis also provides a measure of the managerial ability - the idiosyncratic produc- 
tivity - of the various firms (or other observation units such as a country or a region 
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as well as time). This measure is based on the same concept as that of the residual, or 
the TFE 

The extension of the analysis to production functions with richer parametric presen- 
tation offered greater flexibility in fitting the function to data, and bred expectations 
for more robust results. How do such extensions modify the conclusions drawn from 
the Cobb-Douglas model with respect to elasticities, profit maximization, and scale 
economies? In most cases, no comparison of the production elasticities obtained by the 
different functions is reported. Perhaps additional work would be required, perhaps this 
question has not come up, but there is also a more profound reason. The more gen- 
eral functions are either nonlinear in the parameters (such as the CES, or some of the 
quadratic functions) or contain too many parameters which leads to multicollinearity, 
and therefore are not easy to estimate directly. The situation is simplified considerably 
when the parameters are estimated from the first order conditions for profit maximiza- 
tion, rather than from the production function itself. This requires the imposition of 
profit maximization on the model. In many cases, the dependent variables are the fac- 
tor shares, or a monotone function thereof. This procedure precludes the testing of the 
profit maximization and of economies of scale. The explanatory variables in these equa- 
tions are the inputs. Thus, the essence of such extensions is to attribute the differences 
in the factor shares across observations to the variations in the input ratios, whereas in 
the Cobb-Douglas case the elasticities are constant. In many cases the variability in the 
input ratios in the sample is not sufficiently large to induce the observed spread in the 
factor shares. 

Because the parametric enrichment of the specification of the production function 
generated the need to use the first order conditions for profit maximization in empirical 
analysis, it thereby eliminated the possibility of testing this hypothesis empirically. This 
state of affairs generated a potential scope for the nonparametric methods which offers a 
simple test for profit maximization. One can think of a two-stage analysis: a preliminary 
test of the hypothesis by nonparametric methods, and if the hypothesis is not rejected, 
a follow-up with parametric specification that imposes the conditions for profit maxi- 
mization. Unfortunately, this course of action suffers from the fact that under technical 
change, the test for profit maximization loses much of its purity. The allowance for tech- 
nical change implicitly utilizes profit maximization, and thus the analysis loses not only 
its purity but also much of its usefulness. Having said this, we note that there is a more 
profound consideration. The question of profit maximization is not a qualitative one that 
can be answered yes or no. Even if profit maximization is the rule, there are deviations 
from the first order conditions, and therefore the imposition of these conditions in the 
estimation may lead to erroneous results. Such deviations from the first order conditions 
may reflect considerations such as risk, dynamic considerations in the case of the price 
of durables, or simply a discrepancy in the price perception between the econometrician 
and the firms. 

Given the estimates of the primal function, it is possible to calculate the elasticities 
of the behavioral functions, product supply and factor demand, and the value of the ob- 
jective functions, profit, cost, or revenue as the case may be. Duality offers a reverse 
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course of action where the point of departure is the objective function. When the ob- 
jective function is known, it can be used to derive the production function. In principle, 
there are several reasons to use duality in empirical analysis. First, it is a powerful theo- 
retical concept. Second, prices are thought to be exogenous and therefore can be used to 
identify the technology, thereby overcoming the endogeneity of the inputs in the direct 
estimation of the production function. Third, it may provide a useful presentation of the 
technology. The first point is valid, but the problem is in its empirical implementation. 
The second point is valid only for micro data, but even then the method does not uti- 
lize all the information available for the identification of the production function, and 
as such it is not efficient compared to the primal estimates. The third point is valid only 
when the implemented technology is independent of the prices. 

When the objective function is rich in parameters, the dual specification is reduced 
for empirical analysis by the use of the envelope theorem to yield empirical equations 
where the dependent variables are inputs, outputs, or factor shares. Those are regressed 
on the pertinent prices, time trend, and sometimes output. When the change in the use 
of inputs is decomposed to price, trend (a proxy for technology), and output effects, it 
is found that trend and output capture most of the change, whereas the role of prices 
is the least important. Thus the contribution of prices to the explanation of inputs or 
output variations is rather limited. Duality between technology and prices holds under 
well-defined conditions that can be tested empirically. In most studies these underly- 
ing conditions are not fully met; in particular the concavity of the cost function or the 
convexity of the profit function is violated. Therefore, the estimated technology is in- 
consistent with the basic premises of the model. 

The price elasticities of factor demand and product supply are usually obtained under 
the assumption that producers are price takers in the product and factor markets. On the 
whole, the own-price elasticities are less than one. There is no uniformity in the signs of 
the cross elasticities, but in general, most inputs appear to be substitutes. The magnitude 
of the own and cross elasticities reflects in part the fact that in reality factor supplies are 
not perfectly elastic as the models assume, and therefore the results need not represent 
demand-driven substitution as is thought. This is the case with respect to elasticities 
related to labor, land, and capital. We further elaborate on this subject below. 

With respect to other findings, interestingly, on the whole the studies based on duality 
do not show increasing returns to scale. Technical change, obtained by including a time 
trend in regressions of factor shares, is largely labor-saving, capital-using, and fertilizer- 
using, with the results for land being somewhat ambiguous. 

The interest of agricultural economists in the behavioral functions had long preceded 
the work on production functions. The work on supply response, which was triggered 
by policy considerations rather than methodological innovations, is similar in nature to 
that of the empirical estimation of behavioral functions that emerged from the estima- 
tion of the dual functions. The initial work on supply response was in part intuitive; it 
lacked the duality framework, and basically it had been inspired by the primal approach. 
Still, it emphasized two related cardinal topics whose importance has not diminished: 
quasi-fixed factors and dynamics. The root of the importance of these topics is in the 
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fact that static analysis is timeless, whereas data are dated. This requires that behavioral 
equations will be conditional on the available quantities of quasi-fixed factors, a condi- 
tion that has been overlooked in many (but not all) of the studies based on duality. Such 
functions are termed short-run, or restricted, functions. Supply elasticities derived from 
short-run functions are inversely related to the relative importance of quasi-fixed factors 
(as measured by their factor shares). The larger is the relative weight of the quasi-fixed 
factors, the larger is the gap between the short- and long-run supply (or factor demand) 
elasticities. This gap was well highlighted by distributed lag analysis which introduced 
dynamics into the empirical analysis. The distributed lags model is a powerful empiri- 
cal tool because of its simplicity. But when the distributed lags model is applied to the 
outputs or inputs that are endogenous in the short run, this simplicity is achieved at the 
cost of ignoring the underlying production structure. The extension of the analysis to 
the long run requires determining the optimal level of the quasi-fixed factors, and this is 
done within the framework of multiperiod optimization, an important subject of current 
research. 

Intertemporal optimization determines the optimal time path for durable goods, or 
simply capital goods. The first-order conditions for optimization using the primal ap- 
proach sets the marginal productivity of capital equal to the user cost at any point on 
the optimal path. Endogenous dynamics are generated within the model, mostly by the 
inclusion of adjustment costs, whereas exogenous dynamics superimpose the dynamics 
on the model without an explicit expression for the causality. Under the dual approach, 
as in the static case, the value function is specified parametrically and serves as a start- 
ing point for deriving the factor demand. There is a similarity in the basic appearance 
of the empirical equations of these alternative approaches in that they all express the 
capital demand in terms of incentives and the existing capital stock. 

There are two aspects of the decision to invest in any given year: growth and timing. 
The growth aspect reflects the long-term view about the prospects of the contemplated 
investment, and the timing aspect is related to the question of when to act. The expected 
profitability of investment is affected by changes in technology and prices. Over the 
long haul, technology changes more than real prices. In fact, in the case of agriculture, 
investment has taken place in spite of a decline in real prices. Yet, the emphasis in em- 
pirical analysis has been to explain investment in terms of prices, while technology is 
represented by time trend. This is particularly true for studies based on the dual ap- 
proach. Time trend is not sufficiently reflective of the changes in technology. Thus it 
might be more promising to measure the incentives in terms of the rate of return on cap- 
ital, which summarizes the information on technology and prices, rather than in terms 
of prices. 

The dynamic dual approach provides an efficient and powerful way to discuss and for- 
mulate dynamic factor demand. However, the results with the dual dynamic framework 
are similar, if not more pronounced, to those obtained in the static case in that convexity 
in prices of the value function is generally violated. Moreover, the price effect is rel- 
atively weak, and the price elasticities, and especially the short-run elasticities, of the 
factor demands are relatively low. In some cases the whole price matrix is not signifi- 
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cantly different from zero. All this suggests that the ra ison  d'Otre of the duality model is 
put to question. On the other hand, in studies which, for whatever reason, include output 
as an explanatory variable, output appears as a very prominent variable. It is suggested 
that this is due to the fact that output is a good proxy for profitability and may reflect 
the effect of technical change, as well as prices. 

There are several possible reasons for the poor performance of prices. Some of them 
are due to the fact that duality is a micro theory, and therefore the applications with 
macro data add additional problems. In addition, there is the problem of long horizon 
which requires generating expected prices, and technology for that matter, for the en- 
tire lifetime of the investment. These have to be generated, and there is considerable 
scope for error. In addition, in the case of the dual approach, the specification is very 
parameter-intensive, and this creates imprecision in the estimation of individual coeffi- 
cients. 

The empirical results indicate a gradual and sluggish adjustment to the ever changing 
gaps between the desired long-run values of the quasi-fixed factors and their current val- 
ues. This raises a question whether the sluggish response is the outcome of the internal 
cost of adjustment or alternatively a reflection of the fact that total resources are lim- 
ited and the economy is facing an upward-slopping factor supply, which may be fairly 
inelastic. 

As we progress with the review, it has become evident that some of the difficulties 
that have been encountered in the empirical work could be accounted for if we allow 
for heterogeneous technology. Changes in the available technology and in the economic 
environment generate opportunities for firms to seize on. The implementation of new 
available technologies is governed by economic considerations and is affected by the 
variables used in conventional analysis, such as prices or capital. It is suggested that the 
scope of this approach should be further investigated as a step in our attempt to come 
up with a uniform and robust framework that would be applicable to a wide range of 
economic and physical environments. An important advantage of this framework is that 
it provides a channel for introducing the direct effect of policy on productivity. 

To conclude, in spite of all these difficulties of obtaining a uniform robust model, we 
know today quite a bit about orders of magnitude of some important parameters. 
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Abstract 

Uncertainty and risk are quintessential features of agricultural production. After a brief 
overview of the main sources of agricultural risk, we provide an exposition of expected 
utility theory and of the notion of risk aversion. This is followed by a basic analysis of 
agricultural production decisions under risk, including some comparative statics results 
from stylized models. Selected empirical topics are surveyed, with emphasis on risk 
analyses as they pertain to production decisions at the farm level. Risk management is 
then discussed, and a synthesis of hedging models is presented. We conclude with a de- 
tailed review of agricultural insurance, with emphasis on the moral hazard and adverse 
selection problems that arise in the context of crop insurance. 

JEL  classification: Q12 
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1. Introduction 

Because of the complexities of physical and economic systems, the unfolding of most 
processes that we care about exhibits attributes that cannot be forecast with absolute ac- 
curacy. The immediate implication of this uncertainty for economic agents is that many 
possible outcomes are usually associated with any one chosen action. Thus, decision 
making under uncertainty is characterized by risk, because typically not all possible 
consequences are equally desirable. Although uncertainty and risk are ubiquitous, in 
agriculture they constitute an essential feature of the production environment and ar- 
guably warrant a detailed analysis. 

Considerable research has been devoted to exploring questions connected with the 
effects of uncertainty and risk in agriculture, and these efforts have paralleled related 
developments in the general economics literature. In this chapter we set out to review a 
number of these studies, especially as they relate to farm-level production decisions. To 
economize on our coverage of earlier work, and at the risk of not doing justice to some 
ground-breaking studies, we can refer to Dillon's (1971) survey as a starting point. In 
addition to providing an exposition of expected utility (EU) theory, which contributed 
to rooting subsequent studies in modern economic analysis, that survey provides an ex- 
haustive account of previous studies of uncertainty and risk in agricultural economics. 
Subsequent useful compendia include Anderson, Dillon and Hardaker (1977), who con- 
sider a comprehensive set of applications of decision theory to agricultural production 
under uncertainty, and Newbery and Stiglitz (1981), who not only provide a thorough 
study of commodity price stabilization issues, but also analyze a number of problems 
that are relevant to the understanding of risk in agriculture. 

The aforementioned contributions have been accompanied and followed by consider- 
able research that is relevant to our pursuit. As we undertake to provide a critical survey 
of these studies, we are mindful of the subjective bias and unintended oversights that an 
exercise such as this inevitably entails, a risk heightened in our case by the encompass- 
ing nature of the topic and the sheer volume of the relevant literature. We apologize for 
errors of omission and commission, and we hope that our review will nonetheless prove 
useful to the applied researcher. 

1.1. Uncertainty and risk in agriculture 

Despite the fact that any taxonomy is somewhat arbitrary, it is useful to start by out- 
lining the main sources of uncertainty and risk that are relevant from the point of view 
of the agricultural producer. First, there is what can be broadly defined as production 
uncertainty: in agriculture the amount and quality of output that will result from a given 
bundle of inputs are typically not known with certainty, i.e., the production function 
is stochastic. This uncertainty is due to the fact that uncontrollable elements, such as 
weather, play a fundamental role in agricultural production. The effects of these uncon- 
trollable factors are heightened by the fact that time itself plays a particularly important 
role in agricultural production, because long production lags are dictated by the biologi- 
cal processes that underlie the production of crops and the growth of animals. Although 
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there are parallels in other production activities, it is fair to say that production uncer- 
tainty is a quintessential feature of agricultural production. 

Price uncertainty is also a standard attribute of farming activities. Because of the 
biological production lags mentioned above, production decisions have to be made far in 
advance of realizing the final product, so that the market price for the output is typically 
not known at the time these decisions have to be made. Price uncertainty, of course, 
is all the more relevant because of the inherent volatility of agricultural markets. Such 
volatility may be due to demand fluctuations, which are particularly important when a 
sizable portion of output is destined for the export market. Production uncertainty as 
discussed earlier, however, also contributes to price uncertainty because price needs to 
adjust to clear the market. In this process some typical features of agricultural markets 
(a large number of competitive producers, relatively homogeneous output, and inelastic 
demand) are responsible for generating considerable price volatility, even for moderate 
production shocks. 

Additional sources of uncertainty are relevant to farming decisions when longer-term 
economic problems are considered. Technological uncertainty, associated with the evo- 
lution of production techniques that may make quasi-fixed past investments obsolete, 
emerges as a marked feature of agricultural production. Clearly, the randomness of new 
knowledge development affects production technologies in all sectors. What makes it 
perhaps more relevant to agriculture, however, is the fact that technological innovations 
here are the product of research and development efforts carried out elsewhere (for in- 
stance, by firms supplying inputs to agriculture), such that competitive farmers are cap- 
tive players in the process. Policy uncertainty also plays an important role in agriculture. 
Again, economic policies have impacts on all sectors through their effects on such things 
as taxes, interest rates, exchange rates, regulation, provision of public goods, and so on. 
Yet, because agriculture in many countries is characterized by an intricate system of 
government interventions, and because the need for changing these policy interventions 
in recent times has remained strong (witness the recent transformation of key features 
of the agricultural policy of the United States and the European Union, or the emerg- 
ing concerns about the environmental impacts of agricultural production), this source of 
uncertainty creates considerable risk for agricultural investments. 

1.2. Modeling issues 

Two concepts of paramount importance in economic modeling are optimization (the ra- 
tional behavior of economic agents) and equilibrium (the balancing of individual claims 
in a market setting). The application of both of these concepts raises problematic issues 
when uncertainty is involved. In particular, to apply the powerful apparatus of opti- 
mization to individual choices under uncertainty one needs to determine what exactly is 
being optimized. Although a universally satisfactory answer to this question is far from 
obvious, the most widely used idea is that agents exposed to uncertainty and risk max- 
imize expected utility. This paradigm represents the culmination of a research program 
that dates back to Bernoulli (1738), and rests on some compelling assumptions about 
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individual choice. Most of the applications that we will review rely on the EU model 
(indeed, often some restricted version of it). Thus, in what follows we will briefly re- 
view the EU hypothesis before we proceed with a survey of applications. We should 
note, however, that despite its normative appeal, the EU framework has recently come 
under intense scrutiny because of its inability to describe some features of individual be- 
havior under risk, and a number of generalizations of the EU model have been proposed 
[Machina (1987), Quiggin (1993)]. 

A modeling strategy that recurs in the applied literature is the distinction between 
uncertainty and risk attributed to Knight (1921). According to this view, risk arises 
when the stochastic elements of a decision problem can be characterized in terms of 
numerical objective probabilities, whereas uncertainty refers to decision settings with 
random outcomes that lack such objective probabilities. With the widespread acceptance 
of probabilities as subjective beliefs, Knight's distinction between risk and uncertainty 
is virtually meaningless and, like other authors [e.g., Hirshleifer and Riley (1992)], we 
will ignore it here. 1 Thus, the notions of uncertainty and risk are interchangeable in what 
follows, although, like Robison and Barry (1987), we tend to use the word uncertainty 

mostly to describe the environment in which economics decisions are made, and the 
word risk to characterize the economically relevant implications of uncertainty. 

2. Decision making under uncertainty 

Economic models of individual choice are necessarily rooted in the assumption of ratio- 
nality on the part of decision makers. Perhaps the most common and widely understood 
such model is given by the neoclassical theory of consumer choice under certainty. 
The primitive assumption is that there is a preference ordering on commodity bundles 
that satisfies the consistency requirements of completeness and transitivity. These ba- 
sic rationality postulates, coupled with the assumption of continuity (a hardly avoid- 
able and basically harmless mathematical simplification), allow consumer choices to 
be characterized in terms of an ordinal utility function, a construct that enhances the 
analytical power of the assumptions. Choice under uncertainty could be characterized 
within this elementary setting, given minor modification of the original assumptions. 
For example, as in Debreu (1959), the standard preference ordering of neoclassical con- 
sumption theory could be applied to state-contingent commodity bundles. The analysis 
can then proceed without reference to the probability of the various states of nature. 
Whereas such an approach has proven useful for some problems [Arrow (1964), Hirsh- 
leifer (1966)], for a number of other cases, including applications typically of interest 
to agricultural economists, a more specific framework of analysis is desirable. By ex- 
plicitly recognizing the mutually exclusive nature of alternative random consequences, 

! We should note, however, that in some cases this approach is not totally satisfactory, as illustrated for 
example by the so-called Ellsberg paradox [Ellsberg (1961)]. 
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one can get a powerful representation of decision making under uncertainty. This leads 
to the so-called EU model of  decision under uncertainty, arguably the most important 
achievement of  modern economic analysis of  individual behavior. Although there exist 
a number of  lucid expositions of  this model [for a textbook treatment, see Mas-Colell 
et al. (1995, Chapter 6)], we present (somewhat informally) the main features of EU 
theory, to set the stage for the review of applications that follows. 

2.1. Preferences over lotteries and the expected utility model 

Let A represent the set of  all PoSsible actions available to decision makers, and let 
S represent the set of  all possible states of nature. The specific action chosen by the 
agent and the particular state of  nature that is realized (with the former choice being 
made prior to the resolution of uncertainty about the true state of  nature) determine 
the outcomes (consequences) that the agent cares about. In other words, consequences 
are random variables as given by the function c : S x A --+ C, where C is the set of  
all possible consequences. For example, C could be the set of  all possible commodity 
bundles as in standard consumer theory, in which case C = ~ _ .  Alternatively, as in 
many applications, it is monetary outcomes that are of interest to the decision makers, 
in which case one can put C = R. Suppose for simplicity that the set C is finite, and 
that there are N possible consequences. Given an objectively known probability for each 
state of nature, then choosing a particular action will result in a probability distribution 
(a lottery, a gamble) over outcomes. Formally, one can define a lottery as a probability 
list L --= (~l, ~2 . . . . .  /~U) such that ~i is the probability (likelihood) that consequence 
Ci E C will arise (of course, ~i C [0, 1] and Y~i ~i = 1). 

In this setting, primitive preferences are represented by a preference relation ~ de- 
fined over the set of  all possible lotteries 12. Assuming that this relation is rational (com- 
plete and transitive) and satisfies a specific continuity assumption, then all lotteries can 
be ranked by a function V : L --+ R in the sense that, for any two lotteries L and L I, 
we have L ~ U ¢~ V(L) >. V(U).  Because the underlying assumption is that the de- 
cision maker is concerned only with the ultimate consequences, compound lotteries in 
this setting are always equivalent to the corresponding reduced lottery. Thus, for ex- 
ample, a gamble that gives lottery L with probability )~ and lottery U with probability 
(1 - ;~) is equivalent to a simple lottery whose probabilities are given by the mixture 
)~L ÷ (1 - )~)L zr. So far, the parallel with standard consumer theory is quite close [in 
particular, for example, V(L) is an ordinal function]. To get the EU model, a further 
assumption is required at this point, namely the "independence axiom" [Samuelson 
(1952)]. This condition requires that, if we consider the mixture of  each of any two 
lotteries L and L I with another lottery U 1, the preference ordering on the two resulting 
lotteries is independent of  the particular common lottery U r. That is, for any L, U and 
U z, and any )~ e (0, 1), 

L ~ L' 4:~ LL + (1 - 2.)L M ~ XL' + (1 - )~)LZ'. (2.1) 
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One may note that an equivalent assumption in the standard choice problem of consumer 
theory would be very restrictive, which is why it is seldom made in that context. Here, 
however, the independence assumption is quite natural because of a fundamental feature 
of decision problems under uncertainty: consequences are mutually exclusive. 2 

The independence axiom, coupled with the other standard rational choice assump- 
tions, has the remarkable implication that there exists a utility function defined over 
consequences, U : C -+ ~R, such that 

N N 

i=1 i=1 

(2.2) 

where again, £i is the probability that consequence ci will attain under L and U i is 
the probability that consequence ci will attain under U. In other words, with the in- 
dependence axiom, the utility function over lotteries can always be represented as 
the mathematical expectation of a utility function defined over consequences, that is 
V (L) = E[U (c)] where El.] is the mathematical expectation operator. As such, the util- 
ity function V(L) is linear in probabilities. The function U(c) is usually referred to 
as the von Neumann-Morgenstern (vNM) utility function. 3 This vNM utility function 
U(c) is monotonically increasing and is cardinal in the sense that it is defined up to 
an increasing finear transformation [that is, if U (c) represents the preference relation 
>~, then any U(c) =- ot + flU(c), with 13 > 0, provides an equivalent representation 
of this relation]. When the outcomes of interest are described by continuous random 
variables with joint cumulative distribution function F(c), the EU model implies that 
V(F)  = f U(c)dF(c) .  In conclusion, in the EU model the problem of selecting the 
action that induces the most preferred probability distribution reduces to that of maxi- 
mizing the expected utility of outcomes. 

Versions of the EU model more general than the one just discussed are available. 
Perhaps the most important is the EU model with subjective probability developed by 
Savage (1954). 4 In this framework one does not assume that the probabilities of various 
states of the world are objectively given. Rather, the existence of probabilities for the 
states of nature and of a vNM utility function for the consequences are both implied by 
a set of axioms. Prominent among these is the "sure-thing" axiom, roughly equivalent 
to the independence condition discussed earlier. A crucial element for this approach is 
that probabilities are inherently subjective, an idea pioneered by de Finetti (1931). 

2 Despite its theoretical appeal, the empirical validity of the independence axiom has been questioned, es- 
pecially in light of the so-called Allais paradox [Allais (1953)]. 
3 This convention recognizes these authors' pioneering contribution to the development of the EU model in 
[von Neumann and Morgenstern (1944)]. But others call U(-) the Bernoulli utility function, in recognition of 
Daniel Bemoulli's solution of the St. Petersburg paradox [Bernoulli (1738)], which anticipated some of the 
features of the EU model. 
4 Anscombe and Aumann (1963) provide an easier (albeit somewhat different) set-up within which one can 
derive Savage's subjective EU model. 
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2.2. Risk aversion 

The EU model allows us to capture in a natural way the notion of  risk aversion, which 
is a fundamental feature of  the problem of choice under uncertainty. This notion is 
made precise when the consequences that matter to the decision maker are monetary 
outcomes, such that the vNM utility function is defined over wealth, say U(w) where 
w E 1R is realized wealth. In a very intuitive sense, a decision maker is said to be risk 
averse if, for every lottery F(w),  she will always prefer (at least weakly) the certain 
amount E[w] to the lottery F(w)  itself, i.e., u [ f  w dF(w)]  >~ f U(w) dF(w)  [Arrow 
(1965), Pratt (1964)]. But by Jensen's inequality, this condition is equivalent to U(w) 
being concave. Thus, concavity of  the vNM utility function provides the fundamental 
characterization of  risk aversion. 

In many applied problems it is of  interest to quantify risk aversion. For example, when 
can we say that an agent a is more risk averse than another agent b? Given the represen- 
tation of  risk aversion in terms of  the concavity of  U(.), then we can say that agent a is 
globally more risk averse than agent b if we can find an increasing concave function g (.) 
such that Ua = g(Ub), where Ui denotes the utility function of  agent i (i = a, b). An 
interesting question, in this context, concerns how the degree of  risk aversion of  a given 
agent changes with the level of  wealth. For this purpose, two measures of  risk aver- 
sion that have become standard are the Arrow-Pratt  coefficient of  absolute risk aversion 
A(w) and the Arrow-Pratt  coefficient of  relative risk aversion R(w) [Arrow (1965), 
Pratt (1964)]. Because concavity of U(w) is equivalent to risk aversion, the degree of  
concavity of  U(w), as captured for example by U1~(w), is a candidate to measure the 
degree of  risk aversion. But because U(w) is defined only up to an increasing linear 
transformation, we need to normalize by U ( w )  > 0 to obtain a measure that is unique 
for a given preference ordering. Thus, the coefficient of  absolute risk aversion is defined 
as A(w) = -U~1(w)/U~(w).5 As is apparent from its definition, absolute risk aversion 
is useful for comparing the attitude of  an agent towards a given gamble at different lev- 
els of  wealth. It seems natural to postulate that agents will become less averse to a given 
gamble as their wealth increases. This is the notion of  decreasing absolute risk aversion 
(DARA), i.e., A(w) is a decreasing function of  w [when A(w) is merely nonincreasing 
in w, the notion is labeled nonincreasing absolute risk aversion (NIARA)]. As we shall 
see, most comparative statics results of  optimal choice under uncertainty rely on this 
condition. 

Sometimes, however, it is interesting to inquire about the attitude of risk-averse deci- 
sion makers towards gambles that are expressed as a fraction of  their wealth. This type 
of  risk preference is captured by the coefficient of  relative risk aversion R(w) =-- wA(w) .  
Unlike the case of  absolute risk aversion, there are no compelling a priori reasons for 

5 Note that A(w) can also be used to compare the risk aversion of two agents. If Aa (w) and A b (w) are the 
coefficients derived from the vNM utility functions Ua and Ub, respectively, then agent a is more risk averse 
than agent b if Aa (w) >/Ab (w) for all w. This characterization is equivalent to that given earlier in terms of 
Ua being an increasing concave transformation of Ub. 
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any particular behavior of  R(w) with respect to w. An assumption that is sometimes 
invoked is that of  nonincreasing relative risk aversion (NIRRA), implying that an agent 
should not become more averse to a gamble expressed as a fixed percentage of  her 
wealth as the level of  wealth increases. 6 

Of some interest for applied analysis are utility functions for which A(w) and R(w) 
are constant. The constant absolute risk aversion (CARA) utility function is given by 
U(w) ---- - e  -xw, where )~ is the (constant) coefficient of  absolute risk aversion. The 
constant relative risk aversion (CRRA) utility function is given by U (w) = (w 1 - p  ) / (1 - 
p)  if  p 5~ 1, and by U(w) = log(w) if  p = 1, where p is the (constant) coefficient of  
relative risk aversion. 7 

2.3. Ranking distributions 

As discussed, the choice problem under uncertainty can be thought of  as a choice among 
distributions (lotteries), with risk-averse agents preferring distributions that are "less 
risky". But how can we rank distributions according to their riskiness? Earlier contri- 
butions tried to provide such ranking based on a univariate measure of  variability, such 
as the variance or standard deviation [for example,  the portfolio theory of  Markowitz 
(1952) and Tobin (1958) relied on a mean-standard deviation approach]. But it was soon 
determined that, for arbitrary distributions, such ranking is always consistent with EU 
only i f  the vNM utility function is quadratic. Because of the restrictiveness of  this condi- 
tion, a more general approach has been worked out in what are known as the stochastic 
dominance conditions [Hadar and Russell (1969), Hanoch and Levy (1969), Rothschild 

and Stiglitz (1970)]. 
A distribution F(w) is said tofirst-order stochastically dominate (FSD) another dis- 

tribution G(w) if, for every nondecreasing function U(-), we have 

F S U(w) d F ( w )  >~ U(w) dG(w) .  (2.3) 

It can be shown that under FSD one must have F(w) <<, G(w) for all w, a condition that 
provides an operational  way of  implementing FSD. Thus, this condition captures the 
idea that more is better in the sense that any agents for which w is a "good" should pre- 
fer F(w) to G(w). More to the point of  choosing between distributions based on their 
riskiness, F(w) is said to second-order stochastically dominate (SSD) another distribu- 
tion G(w) if  the condition in (2.3) holds for every increasing and concave function U(.) 

6 Arrow (1965) suggests that the value of R(w) should hover around 1 and, if anything, should be increasing 
in w. His arguments are predicated on the requirement that the utility function be bounded, a condition that 
allows EU to escape a modified St. Petersburg paradox [Menger (1934)]. The relevance of these boundedness 
arguments for the behavior of R(w), however, depends on U(.) being defined on the domain (0, +~) ,  a 
requirement that can be safely dropped in most applications. 
7 Note that, whereas CARA utility can be defined on (-oo, +c~), CRRA utility is at most defined on 
(0, +c~). CARA and CRRA are special cases of the Hyperbolic Absolute Risk Aversion utility function. 
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[such that any risk averter will prefer F ( w )  to G(w)].  It can be shown that in such a 
case one has 

~_~[F( t )  - G(t)]  dt ~ 0 (2.4) 
o o  

for every w. Thus, (2.4) provides an operational characterization of  SSD that can be used 
to compare distributions. A closely related notion is that of  a mean-preserving spread 

[Rothschild and Stiglitz (1970)], which consists of taking probability mass away from a 
closed interval and allocating it outside that interval so that the mean of  the distribution 
is unchanged. It turns out that, if a distribution function G(.) can be obtained from F(.) 
by a sequence of such mean-preserving spreads, then F(.)  SSD the distribution G(.). 
Thus, when F ( w )  and G ( w )  have the same mean, the notion of  a mean-preserving 
spread is equivalent to that of  second-order stochastic dominance. 

One should note that FSD and SSD produce only partial ordering of  probability dis- 
tributions. It is quite possible for any two distributions that neither one stochastically 
dominates the other, so that we cannot know for sure which one would be preferred by 
a particular risk-averse agent. Still, stochastic dominance and mean-preserving spreads 
give a precise characterization of  what it means to have an increase in risk, and these 
conditions have proved to be extremely useful in analyzing the economic impact of  
changes in risk [Rothschild and Stiglitz (1971)]. 

When the distributions being compared are restricted to belonging to a particular 
class, it turns out that the validity of  ranking distributions based on their mean and stan- 
dard deviation can be rescued. In particular, if all distributions being compared differ 
from one another by a location and scale parameter only [i.e., G ( w )  = FOx + c~w), 

where /z  and ~ are the location and scale parameters, respectively], then, as Meyer 
(1987) has shown, the mean-standard deviation ordering of distributions is quite gen- 
eral, in the sense that it is equivalent (for this class of  distributions) to second-order 
stochastic dominance ordering. 8 The location-scale condition is restrictive (for exam- 
ple, it requires that an increase in variance occurs if and only if a mean-preserving 
spread occurs). Nonetheless, this condition applies to a number of  interesting economic 
problems by the very definition of  the problems themselves (for example, the theory of  
the competitive firm under price uncertainty) and also has some expositional value as 
discussed by Meyer (1987).9 

3. The agricultural producer under uncertainty and risk aversion 

The decision environment of  agricultural producers is generally multifaceted and com- 
plex. Many distinct sources of  risk may exist, and many discretionary actions may be 

8 As argued by Sinn (1989), there seem to exist earlier statements of this result. 
9 In any case; it should be clear that this result does not establish equivalence between EU and a linear 
mean-variance objective function, a criterion used in many agricultural economics applications. 
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available to the decision maker. Decisions and realizations of randomness may occur 
at several points in time. Further, actions may influence the distributions of yet-to-be 
realized random variables, while the realizations of random variables may alter the con- 
sequences of subsequent actions. To represent such an intricate network of interactions 
is analytically very difficult, but insights are possible by focusing on simpler stylized 
models. Thus, in the analysis that follows we start with an exceedingly simple model, 
and then gradually increase the complexity of the decision environment that we study. 
But first, an outline of model specifications that have the most relevance to agricultural 
decision making under uncertainty is in order. 

3.1. Modeling price and production uncertainty 

As outlined earlier, the main risks that a typical farmer faces are due to the fact that out- 
put prices are not known with certainty when production decisions are made and that 
the production process contains inherent sources of uncertainty (i.e., the relevant tech- 
nology is stochastic). It is important, therefore, to understand how these fundamental 
sources of risk affect production decisions. 

To capture the essence of price risk for competitive producers, consider the problem 
of choosing output q to maximize E[U(w0 + 72)], where w0 is the initial wealth and 
profit 72 is random due to price uncertainty, that is, 

72 = ~q - C ( q , r )  - K,  (3.1) 

where/5 denotes output price, C(q, r) is the (variable) cost function (conditional on the 
vector of input prices r), and K represents fixed costs, l0 This is essentially the model 
considered by S andmo (1971), among others. Note that, because there is no production 
uncertainty in this model, the technology of production has been conveniently repre- 
sented by the cost function C(q, r) so that the relevant choice problem can be couched 
as a single-variable unconstrained maximization problem. 

When the production function is stochastic, it is clear that a standard cost function 
cannot represent the production technology [Pope and Chavas (1994)]. Thus, for the 
pure production uncertainty case, the production problem is best represented as that of 
choosing the vector of inputs x to maximize E[U(w0 + 72)], with random profit given 
by 

# = pG(x;  ~) - r x -  K, (3.2) 

where G(x; ~) represents the stochastic production function by which realized output 
depends on the vector of inputs x and a vector of random variables ~. The latter rep- 
resents factors that are important for production but are typically outside the complete 

10 To emphasize and clarify what the source of uncertainty is in any particular model, the overstmck - will 
often be used to denote a random variable. 
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control of the farmer (examples include weather conditions, pest infestations, and dis- 
ease outbreaks). It is clear that, in general, the production uncertainty case is more 
difficult to handle than the pure price risk case. In particular, it is typically necessary 
to restrict one's attention to the special case where g is a single random variable. Ver- 
sions of this model have been studied by Pope and Kramer (1979) and MacMinn and 
Holtmann (1983), among others. 

Because price and production uncertainty are both relevant to agricultural produc- 
tion, it seems that the relevant model should allow for both sources of risk. Essentially, 
this entails making price p a random variable in (3.2). Joint consideration of price and 
production risk turns out to be rather difficult. Some results can be obtained, however, 
if the production risk is multiplicative, an assumption that was systematically used by 
Newbery and Stiglitz (1981), by Innes (1990), and by Innes and Rausser (1989). Specif- 
ically, the production function is written as g H ( x ) ,  where g is a non-negative random 
variable (without loss of generality, assume E[g] = 1), and so one chooses input vector 
x to maximize E[U(w0 + z?)] with random profit given by 

£r = ~ g H ( x )  - r x  - K .  (3.3) 

Obviously, if the analysis is restricted to the consideration of a single random vari- 
able 5 = fig, it is clear that this model is isomorphic to the pure price risk case. In 
fact, as noted by a number of authors [Pope and Chavas (1994), Lapan and Moschini 
(1994), O'Donnell and Woodland (1995)], in this case there exists a standard cost func- 
tion conditional on expected output, say C(g, r) where ~ is expected output, ll that is 
dual to the production technology. Hence, the decision problem under joint price and 
(multiplicative) production risk can also be expressed as a single-variable unconstrained 
optimization problem because random profit in (3.3) can be equivalently expressed as 

~" = / S g ~  - C ( ~ ,  r )  - K .  (3.4) 

Before proceeding, we may note some restrictive features of the models just outlined. 
First, the models are static. There are essentially only two dates: the date at which deci- 
sions are made and the date at which uncertainty is realized (in particular, all decisions 
here are made before the resolution of uncertainty). Second, we are considering only 
one output and, for the time being, we are ignoring the possibility of risk management 
strategies. Although some of these assumptions will be relaxed later, such simplifica- 
tions are necessary to get insights into the basic features of the production problem 
under risk. 

In this setting, the basic questions that one may want to ask are: 
(i) How does the existence of uncertainty affect choice? 

(ii) Given uncertainty, how does a change in an exogenous variable affect choice? 
and 

11 Hence, for any given vector x of inputs, ~ = H ( x ) .  
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(iii) To what extent does the existence of uncertainty alter the nature of  the optimiza- 
tion problem faced by the decision maker? 

For three of  the basic contexts that we have outlined above (pure price risk, pure pro- 
duction risk with only one random variable, and joint price and production risk with 
multiplicative production risk), the answers to these questions can be characterized in a 
unified framework. 

3.2. Static models under risk neutrality 

Section 2 presented some concepts concerning the effects of  riskiness on the expected 
value of a function. The first- and second-derivatives of  a function were found to be 
key in determining how shifts in a stochastic distribution affect the expected value of a 
function. Although the structure of  risk preferences, as expressed by the utility function, 
is certainly of consequence in determining the effects of risk on choice, risk-neutral de- 
cision makers may also be influenced by risk. Consider an expected profit-maximizing 
producer who faces a profile of  profit opportunities z(a,/3, ~) where a is a vector of 
choices (actions) at the discretion of the producer,/~ is a vector of  exogenous parame- 
ters, and 5 is a single random variable that follows the cumulative distribution function 
F(e). Without loss of  generality, let e 6 [0, 1]. The producer 's  problem is to 

f0 
1 

Max z(a,/3, e) dF(e) ,  (3.5) 

which yields the vector of  first-order conditions 

fo za(a, ~, ~) dF(e)  ----- 0, where Za(') -'~ OZ(') /Oa.  

Assuming that the choice vector is a singleton, and given concavity of  z(a,/3, ~) in a,  
f rom the concepts of  stochastic dominance discussed earlier it is clear that an FSD shift 
in g will increase optimal a if Zae(a,/3, ~) ) 0 Vg E [0, 1], whereas an SSD shift will 
increase optimal choice if, for all e 6 [0, 1], Zae(a,/3, e) >/0 and Zaee(a,/3, e) <~ O. 

A specification of z(a,/3, 5) which is of  immediate interest is that of  pure price risk 
as given by (3.1), where a = q and where the stochastic output price satisfies /3 = 
/31 + (~ - g)/~2 (here g -= E[~]). One may interpret/31 + (e - g)/32 as a location and scale 
family of stochastic output price distributions with mean price equal to/31 --= P ~> 0, and 
the price variation parameter equal to 132 ~> 0. Then the first-order condition for expected 
profit maximization is ~ - Cq (q, r) = 0, and only the mean of the stochastic price is of  
relevance in determining optimal choice. 

The more general form, where 5 cannot be separated out in this manner, may arise 
when production is stochastic. Then, even if Zae ( ' )  /> 0, an increase in g does not nec- 
essarily imply an increase in optimal a. The stochastic shift in g must be of  the FSD 
dominating type, and an increase in the mean of ~ is necessary but insufficient for such 
a shift to occur. 
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It is also interesting to note that, in this risk-neutral case, an increase in an exogenous 
variable, say 13i, will increase optimal choice if Za~; (a,/3, e) >~ 0 'v'e ~ [0, 1], regardless 
of the distribution of ~: 

1 
da fo Zafii (a,/3, e) dF(e)  

>/o. (3.6) 
dfii fo Zaa(a, r ,  e) dF(e) 

3.3. Static models under risk aversion 

Given the payoff z(a,/3, ~), the objective of a risk-averse producer is written as 

/0' Max U[z(a,/3,  s)] dF(e),  (3.7) 

where U(.) is increasing and concave, profit z(.) is held to increase in e, and the objec- 
tive function is concave in a, i.e., A -- E{Uzz[.][Za(.)] 2 + Uz[']Zaa(.)} < 0. Aspects of 
this problem, such as requirements on the nature of the utility function and payoff func- 
tion and on the nature of the stochastic shift such that a increases, have been considered 
in some detail by Meyer and Ormiston (1983, 1985) and Eeckhoudt and Hansen (1992), 
among others. The first-order condition is 

o I gz[z(a,  13, s) ]za(a, /3, e) dF(s)  = 0, (3.8) 

with parameterized solution at the value a* = a[F(e),/3].  

3.3.1. Introduction of  uncertainty 

To ascertain how uncertainty affects choice for a risk averter, we will follow Krause 
(1979) and Katz (1981) and compare the solution under uncertainty with the solution 
when uncertainty is removed by setting the random element equal to its mean (i.e., 
setting ~ = g). When uncertainty is removed, risk preferences are irrelevant, and the 
optimal choice fi satisfies Za (h, t3, g) = 0. When uncertainty exists, on the other hand, 
then the first-order condition can be expressed as 

Za(.)] + E[uz(-)NZa(-)] = 0  (3.9) 

If  Zae(') ~ O, then the fact that the expectation of the product of two negatively co- 
varying variates is less than the product of the expectations, together with risk aversion, 
implies that the covariance term must be negative. Because marginal utility is posi- 
tive, satisfaction of the first-order condition requires that E[za (')] ~> 0 when za~ (') ~> 0. 
We wish to compare a*, the solution under uncertainty, with h. If  Zaee(') <. O, then 
Jensen's inequality implies E[za(a,/3, ~)] ~< 0. But we know that E[za(a*,/3, ~)] ~> 0 
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g i v e n  Zae(') ~ O, and it follows that E[za(a*, t ,  8)1 - E[za(fi, t ,  8)1/> 0. Because the 
only difference between the two expectations is the evaluation of a, and because Za (') is 
decreasing in a, then a* < fi [Krause (1979)]. The reduction in optimal a arises for two 
reasons. First, even for a risk-neutral producer, the existence of uncertainty reduces in- 
put use because it decreases the expected marginal value of the input, E[za (.)]. Second, 
risk aversion means that the increase in utility associated with an increase in ~ from g 
is (in absolute value) lower than the decrease in utility associated with a decrease of 
the same magnitude in ~ from g. Because Zae ( ' ) )  0 (that is, an increase in a renders 
the payoff function more sensitive to the source of risk), the risk-averse producer will 
reduce sensitivity by decreasing a. 

For an expected utility maximizer with payoff (3.1) (i.e., a competitive producer un- 
der price uncertainty only), it is clear that Zae(') = 1 ~> 0 and Zaee(') = 0 ~ 0, SO that 
the existence of price uncertainty reduces production. For payoff (3.2) (i.e., a compet- 
itive producer with stochastic production), Gae(') >/0 and Gase(') <~ 0 are sufficient 
conditions to sign the impact of introducing uncertainty. For a detailed analysis of in- 
put choice under stochastic production for risk-averse agents see Ramaswami (1992), 
who established requirements on an input-conditioned distribution function for a risk 
averter to choose less, or more, than an expected profit maximizer. A parallel analysis 
of Equation (3.9) shows that when Zae(') <~ 0 and Zae~(') >~ O, then risk aversion implies 
a* ~> ft. The price uncertainty payoff [Equation (3.1)] never conforms to ZaE (') ~< 0, but 
the production uncertainty model may. Thus, we see that the impact of the existence of 
uncertainty on optimal choice by a risk averter depends upon second and third cross- 
derivatives of the payoff function. 

3.3.2. Marginal changes in environment 

We now look at marginal changes in the decision environment, as represented by an 
increase in ft. Intuitively, we know that the conditions required to identify the effects of 
these marginal changes are likely to be more stringent than those required to sign the 
effects of introducing uncertainty. Following Ormiston (1992), we differentiate Equa- 
tion (3.8) partially with respect to a and fl to obtain 

da* l f01 l f01 dfl  - A A[z]z~(.)Uz[.]Za(.)df(e ) - ~ Uz[.]Za~(')df(~), (3.10) 

where A[.] = -Uzz[']/Uz[']is the absolute risk-aversion function defined earlier. Now 
we can partition the effect of 13 on a in three, which we will call (A) the wealth impact, 
(B) the insurance impact, and (C) the coupling impact [Hennessy (1998)]. The coupling 

. 1 impact is represented by the expression - fo Uz [']Za~ (') dF  ( e ) /A  in (3.10) and has the 
sign of Za~(') if this term is uniform in sign. If fi acts to increase the marginal effect 
of a on payoff z(.), then it will increase the producer's disposition to use a. For the 
price uncertainty case of (3.1) with/3 = fil + (~ - g)fl2, we have Za~1 (') = 1. For the 
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production uncertainty case of  (3.2), where p is a nonstochastic shift variable, we have 
Zap(') • Ga( ' )  > O. 

Many agricultural support policies are constructed with the specific intent of  having 
or not having a coupling effect. A price subsidy on an exogenous, institutional output 
or input quantity is decoupled in the sense that Za~(') = 0, whereas with a true price 
subsidy the actual quantity is coupled. As an illustration, a modification of specifica- 
tion (3.1) is 

z(a, 13, 5) = [131 + (5 -- g)fl2]a -- C(a, r) - K -k f l3G(a°) ,  

where G (a °) is some exogenous institutional reference production level. Here, ga/31 ( ')  
0, but Za~3 (') = 0. However, Za~2 (') = 5 - 5- in this case, and this coupling effect does 
not have a uniform sign. 

Effects (A) and (B) are intertwined in the first term on the right-hand side of  (3.10). 

Let J( . ,  E) = A[.]z/~(-), so the expression is Q -- fd J(., e)Uz[']za(') dF(e)/A. Inte- 
grating by parts yields 

1 [  v v=l i v  d J ( . , v )  ] 
Q = -A J ("V) fo  Uz[']Za(')dF(e)v=o-fo fo U z [ ' ] Z a ( ' ) d F ( e ) ~ d v  ' 

1 fl [v d J(-,  v) dr ,  (3 . l l )  
= - - ~ J o  Jo gz[']Za(')dF(e) dv 

where v is used as the dummy variable of integration for the variable e. To iden- 
tify effects (A) and (B) note that, if  Zae(') >~ O, the first-order condition (3.8) implies 
that the expression fo Uz[']Za(')dF(e) is never positive because of the positivity of  
marginal utility and because Za (') is negative at low e and increases to be positive at 
high e. Therefore, given A < 0, Q is positive if d J( . ,  v)/dv <~ O. Differentiate to ob- 
tain d J( . ,  v)/dv --= z~(.)Az[.]ze(. ) q- A[.]zc~e(.). The first part of  this expression may 
be called the wealth effect (A) because its negativity depends upon the NIARA prop- 
erty and the sign of z/~(-) (recall that ze(.) ~> 0). All other things equal, if fl shifts 
the distribution of payoffs rightward (z~(.) ~> 0), as would be the case with a reduc- 
tion in fixed costs K in payoff  specifications (3.1) or (3.2), and if preferences are 
NIARA (Az[-] ~< 0), then a increases. When/5  = fll + (5 - 5-)fl2, then z/~l (') ~> 0 for 
specification (3.1). Because Zany(') >>- O, both coupling and wealth effects act to in- 
crease optimal a,  and this is the Sandmo (1971) result that NIARA is sufficient for 
a shift in mean price to increase production. Notice that because zeal (.) = 0, the sec- 
ond part of  dJ(.)/dv may be ignored. Whereas 131 has both wealth and coupling ef- 
fects, it is easy to describe a wealth effect that does not also involve coupling. Setting 
z (a, 13, 5) = [ill + (5 - g)fl2Ja - C(a, r) - K + fi3 G(ao), an increase in 133 or a decrease 
in K induces an increase in optimal a under NIARA. Coupling may also occur without 
wealth effects, although this case is somewhat more difficult to show. 

The second part, A[.]z~e(.), is the insurance effect (B). If  the favorable exogenous 
shift acts to stabilize income, that is if z~e(.) <~ 0 or 13 advances less fortunate states of  
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the environment by more than it advances more fortunate states, then optimal a tends 
to increase. This would occur in specification (3.2) if /3 = p and aps  (.) ~ 0. In the 
case of  an insurance contract on the source of  uncertainty, say M(/3, 5), the payoff  is 
pG(a ,  5) - wa - K + M(~ ,  5) and the insurance contract decreases risk if M~e(-) ~< 0 
while pGe (.) + Me (.) ~> 0. The similarity of  wealth (i.e., risk aversion) and insurance 
effects has been discussed in detail by Jewitt (1987). 

Because of  the price uncertainty inherent in agricultural production environments, 
the effect of  an increase in/32 for the specification (3.1), where/3 =/31 + (5 - g)/32, 
is of particular importance. From ze~2 = 1, it can be seen that the/32 parameter has 
a negative insurance effect. It has already been concluded, however, that the coupling 
effect of/32, that is Za~2('), does not have a uniform sign. Thus, although it may be 
intuitive to expect that an increase in/32 would decrease optimal a, to determine that 
requires more work in addition to the NIARA assumption [Batra and Ullah (1974), Ishii 
(1977)]. Since changing the parameter/32 ~> 0 in this setting does not cover the set of  all 
Rothschild and Stiglitz mean-preserving spreads, the above results do not demonstrate 
that all mean-preserving spreads of  price decrease the optimal choice for the model 
in (3.1). Whereas Meyer and Ormiston (1989), Ormiston (1992), and Gollier (1995), 
among others, have made advances toward identifying precisely the set of spreads that 
act to decrease production for NIARA and various conditions on the payoff  function, 
this problem has not yet been completely solved.12 

3.3.3. Uncertainty and cost minimization 

It is well known that profit maximization is predicated upon satisfaction of the cost min- 
imization assumption. Does cost minimization continue to hold under risk, when the ob- 
jective is expected utility maximization? It turns out that the answer is yes, provided that 
"cost minimization" is suitably defined. Consider the competitive firm where the input 
vector x is chosen to maximize E[U (w0 + #)] ,  where # = R(x,  ~) - rx. Here R(x,  5) is 
a revenue profile (that can accommodate both price and/or production uncertainty) and 
5 denotes the source of  revenue uncertainty. Pope and Chavas (1994) show that, if the 
revenue profile satisfies the restriction R(x,  5) = KOp(x) ,  ~), where 7e(x) is (possibly) 
vector-valued, then the relevant cost function can be written as C(q ~, r), where q7~ is 
the vector of  conditioning values corresponding to the functions ~ (x). Hence, techni- 
cal efficiency is satisfied in the sense that the EU maximizing choice of x is consistent 
with the cost minimizing means of  obtaining some (vector) level of ~ (x). The simplest 
special case arises with multiplicative production risk, when R(x,  ~) = H(x)5 .  As an- 
ticipated in Section 3.1, in such a case the cost function is written as C(~-, r), where ~ is 

12 The conclusions drawn thus far are, of course, only relevant for the given context. Noting that peasants 
in less developed countries often consume a significant fraction of their own production, Finkelshtain and 
Chalfant (1991) concluded that production and consumption decisions cannot be modeled separately for these 
agents. Their generalization of the Sandmo model suggests that production may plausibly increase under an 
increase in price uncertainty. 
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expected output. Thus, the relevant cost function for this special case is rather standard, 
with the expected output level playing the role of a deterministic output level under 
certainty. More generally, however, a vector of conditioning values will be needed. For 
example, if there is no price risk but the production function has the stochastic form 
suggested by Just and Pope (1978) (to be discussed further in Section 4.2), then revenue 
is written as R = p M (x) + p [ V (x) ] 1/2g with E [~] = 0. It follows that the EU-consi stent 
cost function here can be written as C(~, ~r 2, r), where ~ is a level of expected output 
[corresponding to the function M(x)] and a2 is a level of output variance [correspond- 
ing to the function V(x)]. 

That cost minimization always holds for EU maximizers, even when the revenue 
profile does not satisfy the restriction invoked by Pope and Chavas (1994), is shown 
by Chambers and Quiggin (1998). Their approach is best illustrated for the production 
uncertainty case in which the random variable g takes on a finite number (say N) of 
values. Given the stochastic production function G(x, ~), then realized output for any 
given realization of the random variable (e i ,  s a y )  is qi = G ( x ,  e l ) .  If  £i denotes the 
probability of ei occurring, then the producer's EU problem is 

N 

M a x 2 ~ i U ( p G ( x ,  e i ) - r x  ). 
i=1 

(3.12) 

Now define a cost function C(ql . . . . .  qN, r) as 

C(ql, q2 . . . . .  qN, r) =-- Min{rx: qi <. G(x, el), Vi ---- 1, 2 . . . . .  N}. (3.13) 

One may note the formal similarities of C(ql . . . . .  qN, r) with a standard multioutput 
cost function, although the interpretation here is rather different. At any rate, it follows 
that the producer's EU maximization problem can be equivalently expressed as 

N 

Max ~- '~g iU(pq i -C(q l ,q2  . . . . .  qN, r)). 
ql ,q2, ...,qN 

i=1 

(3.14) 

Thus, it is clear that EU maximizers do minimize costs, in some sense. 

3.4. Dynamics and flexibility under uncertainty 

A consideration of decision making under risk is not complete without discussion of the 
interactions between risk and time. Although suppressed in the two dates (one period) 
models discussed above (i.e., action at time 0 and realization at time 1), the fact is that 
time and uncertainty are intertwined because information sets become more complete as 
time passes. To illustrate, we consider a simple extension of the price uncertainty case 
of model (3.1). Specifically, let a -- (xl, x2) such that z(a, 13, ~) is of form ~ R ( x l ,  x2)  - -  

rlXl -- r2x2 where g represents stochastic output price, and assume that Xl is chosen 
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before the realization of g, whereas x2 is chosen after ~ is observed. Following Hartman 
(1976), the problem may be posed as 

Max [ 1 M x a x [ s R ( x l , x 2 ) - r 2 x 2 ] d F ( 8 ) - r l X l .  
xl Jo 

(3.15) 

Applying backward induction, the second-stage problem is solved first. The first-order 
condition is gRx2 (x l, x2) = r2, where x l and e are now predetermined. Assuming strict 
concavity of R(.) in x2, the first-order condition is solved to yield x~ = S(xl ,  r2, e). 
Given this short-run demand function for x2, the producer problem reduces to 

f0 
1 

Max [eR(xl ,  S(xl ,  r2, g)) - r2S(Xl, r2, g)] dF(g) - Fix I . (3.16) 
Xl 

Defining L ( x l  , r2, e) ---- 8 R ( x l  , S (Xl  , r2, 8)) - r 2 S ( x l  , r2, e) ,  the envelope theorem 
gives the first-order condition for the first-stage problem (choosing x l) as 

fOO Lxl (Xl, r2, e) dF(a) - rl = 0. (3.17) 

Now, the Rothschild and Stiglitz mean-preserving spread condition implies that opti- 
mum xl increases with such a spread if Lx~ee(Xl, r2, e) ~ O. Setting optimum output 
as G*(xl,  r2, ~), the envelope theorem can be used to show that this is the same as re- 
quiring G*~ ~ (x l, r2, e) ~> 0. Further analysis reveals that this condition is equivalent to 
the requirement that O[Rx~x2(.)/Rx2x2 (.)]/Ox2 <~ 0. Thus, when ex-post flexibility ex- 
ists, the effects of uncertainty depend upon relationships between third derivatives of 
the production technology. In general, although the impact of a mean-preserving spread 
in e on the distribution of x~ depends upon the sign of 02S(.)/0~ 2, the impact on xl is 
less readily signed and the effect on mean R(-) is yet more difficult to sign. Obviously, 
the analysis becomes even more involved when decision makers are assumed to be risk 
averse. 

A second set of problems, called real option problems because of structural analogies 
with financial options, arise from the interactions between time and uncertainty in long- 
term investment decisions when there are sunk costs or irreversible actions. Consider a 
decision in 1999 to invest in precision farming education and equipment. At that time it 
was not yet clear whether the technology was worth adopting. The decision maker may 
invest early in the hope that the technology will turn out to be profitable. But the invest- 
ment may turn out to be unprofitable, so there is also an incentive to defer the decision 
for a year, say, to learn more about the technology in the intervening period. But defer- 
ment will mean losing a year of additional profits if the technology turns out to be prof- 
itable. Similar sunk cost and information problems may arise in a number of other farm 
production decisions. Although real option problems such as these can be addressed by 
rigorous stochastic neoclassical models [e.g., Chavas (1994) or Feinerman et al. (1990)] 
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or by standard optimal control approaches [Rausser and Hochman (1979)], the more 
structured contingent claims approach popularized by Dixit and Pindyck (1994) has 
assumed prominence because it lends itself to empirical and theoretical analysis. 

A stylized continuous-time variant of dynamic programming, real option theory con- 
nects time and uncertainty by modeling a source of randomness as a stochastic pro- 
cess evolving over time. Some such processes give rise to differential equation rela- 
tionships between the distribution, time, and the flow of rewards. These relationships 
can be solved to give a decision-conditioned expected present value, and this expected 
present value is then optimized over the choice set. The choice set may involve deciding 
to invest now or to wait, or deciding how much to invest. Marcus and Modest (1984) 
studied optimal decisions for producers facing price and yield uncertainty and using fu- 
tures markets, whereas Turvey (1992b) used the approach to study agricultural support 
policies in Canada. Purvis et al. (1995) adopted the framework to explain Texas dairy in- 
dustry technology adoption decisions under cost and regulatory uncertainty, and found 
that the expected rate of return on the proposed investment might have to be double the 
threshold identified by a nonstochastic analysis for the decision to be attractive. The 
approach also provides a simple way of studying adjustment costs. For example, Leahy 
(1993) studied shutdown and startup costs for a competitive firm facing random prices. 

4. Selected empirical issues 

Our cursory review thus far has focused on analytical methods and theoretical analyses. 
But considerable empirical research in agricultural economics has been done to test, 
quantify, and otherwise put to use a number of features of risk models. In this section 
we will look, in some detail, at a number of contributions that have had a primarily 
empirical bent. 

4.1. Identifying risk preferences 

In an early empirical study of agricultural decision making under risk, Lin, Dean and 
Moore (1974) elicited preferences over hypothetical lotteries from managers of six large 
California farms. Using quadratic programming methods, they estimated the mean- 
variance frontier available to the farmer. They then compared the farm plans suggested 
by the elicited preference structure with plans suggested by the expected profit maxi- 
mization rule, with plans suggested by lexicographic preference structures, and with the 
actual implemented plans. They found that, although no stylized preference structure 
was clearly a superior fit, for each of the six farms the EU framework performed at least 
as well as the other paradigms. For Nepalese rice farmers, Hamal and Anderson (1982) 
also used hypothetical lotteries and found evidence in support of DARA. The analysis 
was less conclusive concerning the slope of relative risk aversion. 

Dillon and Scandizzo (1978) modified the approach of Lin, Dean and Moore (1974) 
by eliciting preferences from a relatively large number of subsistence farmers and share- 
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croppers in northeastern Brazil. Risk attitudes were imputed from choices between hy- 
pothetical lotteries that realistically reflected the farm payoffs faced by these decision 
makers. Unlike the study by Lin, Dean and Moore, however, the hypothetical decisions 
were not validated through comparison with actual decisions. The lotteries posed were 
of two types, those in which the family subsistence requirement was covered but surplus 
income was at risk, and those in which the subsistence requirement was also at risk. Hy- 
pothetical returns were adjusted until certainty equivalence between lottery comparisons 
was established. The replies were then fitted to three decision criteria: mean-standard 
deviation, mean-variance, and CARA expected utility objective functions. As expected, 
both farmers and sharecroppers tended to be more risk averse when subsistence income 
was at risk. Surprisingly, smallholders tended to be more risk averse than sharecroppers. 
Dillon and Scandizzo (1978) found less clear evidence about the impact of socioeco- 
nomic factors on risk attitudes. Perhaps the most interesting indication was that, even 
within seemingly homogeneous groups, a wide dispersion of risk preferences appeared 
to exist. 

Taking an econometric approach, Moscardi and de Janvry (1977) estimated a Cobb-  
Douglas production function for corn with data from small Mexican subsistence farms. 
Using a safety-first framework, they imputed a measure of risk aversion from the diver- 
gence between actual fertilizing decisions and optimal decisions under risk neutrality. 
They found evidence of considerable risk aversion, and they also suggested that risk 
attitudes might be functions of socioeconomic variables (such as family size and age 
of operator) that may evolve over time. Brink and McCarl (1978) also estimated risk 
attitudes as a residual that rationalizes observed choices relative to "optimal" ones as 
predicted by a mathematical programming model (relying on a linear mean-standard 
deviation objective function). Thirty-eight Midwestern crop producers at a Purdue Uni- 
versity decision analysis workshop listed their resources and identified their preferred 
crop acreage allocation plan. The risk parameter giving a plan deemed closest to the 
announced plan was assumed to represent risk preferences. The analysis concluded that 
risk aversion seemed to be low. Measuring risk essentially as a residual, however, is an 
obvious limitation of these studies (because such a procedure ignores other potential 
reasons for observed decisions to depart from the model's optimal decisions). 

Because of the limitations of inferring risk from observed production decisions, and 
because hypothetical payout surveys can give unstable results, Binswanger (1980) made 
real payments to peasant farmers in India. Outcomes were determined by tossing a dice, 
and the amount at risk varied from 0.5 rupees to 500 rupees (negative payout states were 
not considered). The 500 rupees payout amounted to about 2.3 percent of average house- 
hold wealth, and corresponded in magnitude to substantial fertilization investments. (It 
was believed that some households were constrained by capital resources from fertil- 
izing adequately.) Preliminary tests found that individuals tended to treat money gifted 
to them on the day of the experiment for the purpose of participating in the experiment 
as if it were their own. Preliminary results also suggested that once lotteries for low 
gambles had primed individuals to making lottery decisions about real money, then a 
hypothetical 500 rupees game appeared to give results that were statistically similar to 
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a real 500 rupees game. To conserve financial resources, the hypothetical 500 rupees 
game was used thereafter. 

Capturing risk attitudes by the coefficient of partial risk aversion, it was found that 
subjects tended to become more risk averse as the size of the gamble increased. 13 
Compared with the hypothetical scenario interviewing method, the imputed risk aver- 
sion coefficient was less dispersed when real money was involved. This would sug- 
gest that the interviewers may have had difficulty taking the interviews as seriously 
as they would real-world decisions. On the effects of socioeconomic characteristics, 
Binswanger (1980) found that wealthier, better-educated, and more progressive farm- 
ers tended to be less risk averse, as did those who had off-farm salaries. Prior luck in 
the game also tended to reduce the degree of risk aversion (only the luck regressor, 
however, had consistently high t statistics across all gamble sizes). Overall, Binswanger 
interpreted the results as being supportive of the hypothesis that it is resource and in- 
frastructural constraints, such as access to information and credit, that induce caution 
among peasants rather than the hypothesis of innate conservatism. 

In a different analysis of these Indian data, Binswanger ( 1981) considered the founda- 
tions of the EU framework and concluded that decision makers did not integrate possible 
outcomes from a gamble with pre-existing income, but rather treated them separately 
in their decision calculus. This conclusion is somewhat at variance with Binswanger's 
(1980) conclusion from pretest analysis that subjects treated gifted money as their own. 
The separation of gamble money from pre-existing wealth lends some support to Kah- 
neman and Tversky's (1979) prospect theory approach to decision making. Failure of 
income integration has serious implications for modeling decisions, but has generally 
been ignored in the empirical literature. Binswanger also used inferences drawn from 
safety-first type models to identify inconsistencies with the data, and he concluded that 
the decision makers did not appear to act in a safety-first manner. Finally, Binswanger 
identified evidence in the data to support both DARA and decreasing relative risk aver- 
sion (DRRA) preferences. 

Surveying work on risk preferences and risk management to that time (including work 
by Binswanger already cited), Young (1979) and Hazell (1982) raised concerns about all 
approaches. The direct elicitation (interview) method is reliable only to the extent that 
it captures the preference structure that would be used in real decisions, and evidence 
suggested that it might not do so. Experimental approaches might be too expensive 
to implement in developed countries. 14 Approaches based on observed supply and in- 
put demand behavior impute risk as the residual component explaining discrepancies 
between expected profit-maximizing solutions and actual decisions. But discrepancies 
may be due to other effects, such as imperfect information and heterogeneous resource 

13 The coefficient of partial risk aversion is defined as -nU1'(rr + w o ) / U ( n  + wo) , where w 0 is initial 
wealth and rc is profit. 
14 Binswanger estimated that, were he to run his experiments in the United States, it would have cost $150,000 
(circa 1978) rather than $2,500. 
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endowments. To the extent that such research had identified determinants of risk prefer- 
ences, Young concluded that farmers in developing countries appeared to be more risk 
averse than those in developed countries, and he observed that this conclusion is con- 
sistent with DARA. But because the studies considered did not explicitly control for 
the availability and use of risk management institutions, which tend to be more widely 
available in developed countries, developed-country farmers may appear to be less risk 
averse than they actually are. 

Returning to the task of econometrically estimating risk structures, Antle (1987) ex- 
pressed the optimality conditions for EU maximizing choices in terms of a given in- 
dividual's absolute risk aversion and downside risk aversion coefficients.15 The Gen- 
eralized Method of Moments (GMM) procedure was then applied to identify means, 
variances, and covariances of risk preference parameters based on data from the In- 
ternational Crops Research Institute for the Semi-Arid Tropics (ICRISAT) pertaining 
to one of the six Indian villages (Aurepalle) that had been considered by Binswanger 
(1980, 1981). Antle (1987) found a mean Arrow-Pratt index similar to that reported in 
Binswanger (1980). Dissatisfied that this approach required some, if only minimal, as- 
sumptions concerning the technology available, Antle (1989) developed a method that 
did not involve joint estimation with technology. Antle's view was that it would be bet- 
ter to estimate risk preference structures separately from technology rather than jointly. 
His concerns about a joint estimation arose mainly from problems involving the data re- 
quired for the estimation of technology, and the discontent with alternative econometric 
approaches to joint estimation. The econometric methods applied again involved GMM 
estimation on data from the ICRISAT India village study. The means of the Arrow-Pratt 
and downside risk aversion indices were, as expected, similar to those estimated earlier. 

Among other econometric estimations of risk attitudes, Myers (1989) assumed 
CRRA and joint lognormality of the distributions of output price and producer con- 
sumption, and developed a reduced-form rational expectations approach to testing for 
the aggregate level of relative risk aversion for U.S. producers who store crops. An- 
nual data over the period 1945 to 1983 suggest a coefficient of relative risk aversion 
between 1.5 and 4.5 for corn and wheat storers, but the estimates for soybeans are im- 
plausible. Exploiting technical attributes of CRRA and of constant partial relative risk 
aversion (CPRRA), 16 Pope (1988) developed implications for optimal choices by in- 
dividuals expressing such preferences. In Pope and Just (1991), these implications, to- 
gether with implications for choice under CARA preferences, were tested on state-level 
Idaho potato acreage data. CARA and CPRRA hypotheses were rejected, but CRRA 
was not. Chavas and Holt (1990), studying U.S.-level corn and soybean acreage allo- 
cation decisions, also used the tests proposed by Pope (1988) and rejected both CRRA 
and CPRRA. Testing for the impact of wealth, proxied by an index of proprietor equity, 
on allocation decisions, they found evidence to reject CARA in favor of DARA. 

15 This downside r isk aversion coefficient is defined as Um(.)/Ur(.). Note that UII~(.) > 0 is necessary for 
DARA. For the related, but distinct, coefficient of absolute prudence (-U~z(.)/UI(.)) see Kimball  (1990). 

16 This means that -7rU~r(zr + wo)/U~(zr + wo) is invariant to changes in Jr for the level of w 0 in question. 
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4.2. Estimating stochastic structures 

As mentioned earlier, production risk is an essential feature of agriculture, and estima- 
tion of such stochastic production structures has obvious immediate interest for farm 
management as well as to address agricultural policy issues. For example, production 
uncertainty has implications for the implementation of crop insurance. Also, environ- 
mental externalities such as water contamination and ecosystem destruction may some- 
times be traced back to the use of such agricultural inputs as nitrogen and pesticides; 
production uncertainty, together with risk aversion, may increase application of these in- 
puts. Existing statistical procedures for studying relationships between stochastic distri- 
butions have tended to emphasize stochastically ordered comparisons, such as first- and 
second-degree dominance, between elements in a set of distributions. But economists, 
especially agricultural economists, are often interested in conditional relationships. To 
reconstruct nonparametric stochastic relationships between crop yield and input use 
would often require volumes of data beyond that usually available to analysts. Further, 
as the literature on the impacts of stochastic shifts on decisions has shown, the necessary 
and the sufficient conditions for a stochastic shift to have a determinate impact on the 
decisions of a meaningful class of decision makers are generally not among the simpler 
types of stochastic shifts. 

The complexity of the decision environment is substantially reduced if one can treat 
technology as being nonrandom. If one is primarily concerned with price uncertainty, 
then it might be convenient to assume deterministic production. Thus, one can estimate 
the distribution of the realized random element without regard to the choices made. 
In other cases, however, it is not possible to simplify the decision environment in this 
way. Although random yield - the consequence of interactions between choices and 
random weather variables - can be measured, it would be more difficult to measure and 
aggregate in a meaningful manner the various dimensions of weather. In such a case, 
it is more convenient to estimate the input-conditioned distribution of yield. Although 
they do not lend themselves to estimating or testing for general production function 
relations, existing stochastic ordering methods can be useful in testing for the nature of 
and impacts of exogenous stochastic shifts in, say, the distribution of output price, and 
for studying discrete decisions such as the adoption of a new technology. 

Although studies applying stochastic dominance methods to agricultural problems 
are numerous [e.g., Williams et al. (1993)], most of these studies compare point esti- 
mates of the distributions and do not consider sampling errors. Tolley and Pope (1988) 
developed a nonparametric permutation test to discern whether a second-order domi- 
nance relationship exists. More recently, Anderson (1996) used the nonparametric Pear- 
son goodness-of-fit test on Canadian income distribution data over the years 1973 to 
1989 to investigate, with levels of statistical confidence, whether first-, second-, and 
third-order stochastic dominance shifts occurred as time elapsed. 

For input-conditioned output distributions, Just and Pope (1978) accounted for het- 
eroskedasticity by developing a method of estimating a two-moment stochastic produc- 
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tion function by three-stage non linear least squares techniques. The function is of the 
form 

dl = M ( x )  + [g(x)]l/2~, (4.1) 

where q is output, E[~] = 0, Var[~] = 1, and x is a vector of input choices. The func- 
tions M ( x )  and V(x )  determine the conditional mean and variance of q, respectively, 
and can be chosen to be sufficiently flexible to meet the needs of the analysis. Just and 
Pope (1979) applied their method to Day's (1965) corn and oats yield-fertilization data 
set, and found the results generally, but not totally, supportive of the hypothesis that 
an increase in fertilization increases the variance of output. Their readily estimable ap- 
proach has proven to be popular in applied analyses. For example Traxler et al. (1995) 
used the approach in a study of the yield attributes of different wheat varieties in the 
Yaqui Valley (Mexico), and found that whereas earlier varietal research appeared to 
emphasize increasing mean yield, later research appeared biased toward reducing yield 
variance. 

Suggesting that mean and variance may not be sufficient statistics to describe stochas- 
tic production, Antle and Goodger (1984) used an approach due to Antle (1983) to 
estimate an arbitrarily large number of input-conditioned moments for large-scale Cal- 
ifornia milk production. They rejected the statistical hypothesis that input-conditioned 
mean and variance are sufficient statistics. An interesting simulation finding was that 
a CARA decision maker facing the estimated technology substantially increased dairy 
rations relative to a risk-neutral decision maker. This suggests that the marginal risk 
premium in Ramaswami (1992) may be negative on occasion. 

Nelson and Preckel (1989) identified the need for a flexible approach to estimating 
parametric yield distributions when accommodating skewness is important. Gallagher 
(1987), among others, has observed negative skewness for crop yields. The Just-Pope 
approach is insufficiently flexible, whereas the Antle-Goodger method, which is non- 
parametric, may be inefficient. Finding inspiration in Day's (1965) suggestion that the 
beta distribution would likely fit most yield distributions quite well, Nelson and Preckel 
conditioned beta distribution parameters on input choices. The output density function 
is then 

r(o~ + t )  (q - qmin)c~-l(qmax _ q)/~-I 

f ( q  Ix) = F(ol)r(fl) (qmax _ qmin)e+/~-i ' (4.2) 

where F(.) is the gamma function, output q is supported on the interval [qmin, qmax], 
and the distribution parameters are conditional on inputs, i.e., a = a(x )  and/~ =/3(x) .  
For field-level corn yields in five Iowa counties over the period 1961 to 1970, Nelson 
and Preckel set qmin = 0, and let both oe(x) and/3(x) be Cobb-Douglas functions of 
nitrogen, phosphorus, potassium, field slope, and soil clay content. Using a two-stage 
maximum likelihood method, they found that the marginal effects of nitrogen, phospho- 
rus, and potassium on skewness, variance, and even mean were mixed in sign. 
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The maximum likelihood approach to estimating parameterized conditional densi- 
ties has proven to be quite popular. A gamma distribution relationship between applied 
nitrogen levels and late spring soil nitrate levels has been used in Babcock and Black- 
mer (1992) to study the effects of information concerning spring soil nitrate levels on 
subsequent side-dressing and on expected profit; a beta distribution has been applied 
by Babcock and Hennessy (1996) to study input use in the presence of crop insurance. 
A different line of inquiry has sought to model the nonnormality of crop yield distribu- 
tions by estimating transformations of the normal distribution. Taylor (1990) employed 
a hyperbolic trigonometric transformation to deviations from a linear yield trend esti- 
mation on corn, soybean, and wheat crops. Moss and Shonkwiler (1993) and Ramfrez 
(1997) have extended this approach to accommodate stochastic yield trends and mul- 
tivariate distributions, respectively. But the presumption that yields are not normally 
distributed has been called into question by Just and Weninger (1999), who criticize a 
number of features of statistical analyses implemented by previous studies and conclude 
that the empirical evidence against normality is weak. 

Stochastic production has implications for the estimation of dual representations of 
production technologies. For example, as discussed in Section 2.3.3, when the produc- 
tion function is affected by multiplicative risk and producers maximize expected utility 
the relevant cost function is C(~-, r),  where ~ is expected output. When the stochas- 
tic production function is written more generally as G(x, g), the relevant cost function 
still has the structure C(~, r) if producers are risk neutral (they maximize expected 
profits). 17 Pope and Just (1996) call such a function the "ex ante cost function", and 
convincingly argue that a number of previous studies have resulted in inconsistent esti- 
mates of technological parameters because they have estimated a standard cost function 
C(q, r) (conditional on realized output q) when in fact they should have been estimat- 
ing C(~, r). Estimation of the ex ante cost function C(~, r)is problematic, on the other 
hand, because it is conditional on expected output ~, which is not observable. The solu- 
tion proposed by Pope and Just (1996) entails estimating ~-jointly with the structure of 
the ex ante cost function. The specific procedure that they suggest fails to achieve con- 
sistent estimation of technological parameters because it does not address the nonlinear 
errors-in-variables problem that typically arises in this context [Moschini (1999)]. But 
by exploiting the full implications of expected profit maximization; Moschini (1999) 
shows that it is possible to effectively remove the errors-in-variables problem and ob- 
tain consistent estimation of the ex ante cost function parameters. 

4.3. Joint estimation of  preferences and technology 

Most research studies considered thus far have sought to identify risk preferences with- 
out estimating the source of randomness, or they have sought to estimate the source 

17 Of course, in such a case the parameters of the cost function C (~, r) may include parameters of the distri- 
bution of the random variable ~. 



Ch. 2: Uncertainty, Risk Aversion, and Risk Management for Agricultural Producers 113 

of randomness without simultaneously estimating the risk preference structure. Those 
papers that have simultaneously identified risk preferences and the source of random- 
ness [e.g., Moscardi and de Janvry (1977)) or Antle (1987)] have treated either one or 
both components in a rather elementary manner. Separating the estimation of the two 
structures is econometrically inefficient to the extent that a joint estimation imposes 
cross-estimation restrictions and accommodates error correlations. Using a Just-Pope 
technology with Cobb-Douglas mean and variance functions together with a CARA 
risk preference structure, cross-equation restrictions and a nonlinear three-stage least 
squares estimator, Love and Buccola (1991) applied a joint estimation for Iowa corn 
and soybean production. The data pertained to three of the five counties studied by 
Nelson and Preckel (1989). Love and Buccola found considerable variation in the es- 
timated coefficient of risk aversion across the three Iowa counties under consideration. 
Concerning technology, they contrasted their results with a straightforward Just-Pope 
estimation and with the Nelson and Preckel analysis to find that each estimated similar 
technology structures. 

The Love and Buccola approach is restrictive in the sense that CARA was imposed. 
Chavas and Holt (1996) developed a joint estimation method that is able to test for 
CARA or DARA. Applying their estimator to corn and soybean acreage allocation in 
the United States, and on a data set much the same as that used in their 1990 work, they 
assumed that the production technology was a quadratic function of allocated acres and 
that the utility function is u(zrt, t) = f~' exp(c~0 + OllZ + Cg2Z 2 -~- C~3t ) dz, where L is a 
lower bound on profit realizations, t is time, the ~ are parameters to be estimated, rrt is 
profit in year t, and z is a dummy variable of integration. Their analysis found strong 
statistical evidence for the presence of downside risk aversion and for rejecting CARA 
in favor of DARA. 

Although the approach by Chavas and Holt does generalize the representation of 
risk preferences, the assumed technology was not flexible in the Just-Pope sense. Fur- 
ther, their specification can say little about the impact of relative risk aversion. Using 
Saha's (1993) expo-power utility specification, U[zr] = - exp(-/~zr ~) where ~ and/3 
are parameters to be estimated, Saha, Shumway and Talpaz (1994) assumed a Just- 
Pope technology and jointly estimated the system using maximum likelihood methods. 
Data were for fifteen Kansas wheat farms over the four years 1979 to 1982, and there 
were two aggregated input indices in the stochastic technology (a capital index and a 
materials index). The results supported the hypotheses of DARA and increasing relative 
risk aversion (IRRA). Also, the materials index was found to be risk decreasing, so risk- 
averse agents may have a tendency to use more fertilizer and pesticides than risk-neutral 
agents. 

Before leaving the issue of risk estimation, a comment is warranted about subsequent 
use of the estimates. There may be a tendency on the part of modelers engaged in policy 
simulation to use without qualification risk preference structures that were identified 
in previous research. Newbery and Stiglitz (1981, p. 73) have shown that caution is 
warranted in accommodating the particular circumstances of the simulation exercise. 
One must ensure that the chosen risk preference structure is consistent with reasonable 
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levels of risk premia for the problem at hand. The set of coefficients of absolute risk 
aversion that give reasonable risk premia vary from problem to problem. 

4.4. Econometric estimation of supply models with risk 

One of the most widely agreed upon results from the theory of the firm under price 
uncertainty is that risk affects the optimal output level. Normally, the risk-averse pro- 
ducer is expected to produce less than the risk-neutral producer, ceteris paribus, and 
the risk-averse producer will adjust output to changing risk conditions (e.g., decrease 
production as risk increases). Econometric studies of agricultural supply decisions have 
for a long time tried to accommodate these features of the theory of the firm. There are 
essentially two reasons for wanting to do so: first, to find out whether the theory is rel- 
evant, i.e., to "test" whether there is response to risk in agricultural decisions; second, 
assuming that the theory is correct and risk aversion is important, accounting for risk 
response may improve the performance of econometric models for forecasting and/or 
policy evaluation, including welfare measurement related to risk bearing. 

To pursue these two objectives, a prototypical model is to write supply decisions at 
time t as 

yt = ~o + X~l  + fl2[~t "~- f13~? "q- et, (4.3) 

where y denotes supply, tx denotes the (subjective) conditional expectation of price, 
O -2 denotes the (subjective) conditional variance of price, x represents the vector of 
all other variables affecting decisions, e is a random term, t indexes observations, and 
(/~0,/~l,/~2,/~3) are parameters to be estimated (/~1 is a vector). Clearly, this formula- 
tion simplifies theory to the bone by choosing a particular functional form and, more 
important, by postulating that mean and variance can adequately capture the risk facing 
producers. Whereas more sophisticated models may be desirable, from an econometric 
point of view Equation (4.3) is already quite demanding. In particular, the subjective 
moments of the price distribution/xt and a2 are unobserved, and thus to implement 
Equation (4.3) it is necessary to specify how these expectations are formed. 

The specification of expectations for the first moment is a familiar problem in econo- 
metric estimation. Solutions that have been proposed range from naive expectations 
models (where /xt = pt-1), to adaptive expectations (where #t is a geometrically 
weighted average of all past prices), to rational expectations (where #t is the mathe- 
matical expectation arrived at from an internally consistent model of price formation, 
for example). A review of price expectations formation for price levels is outside the 
scope of this chapter, but we note that, not surprisingly, parallel issues arise in the con- 
text of modeling variance. Behrman (1968) allowed for price risk to affect crop supply 
in a developing country by measuring cr 2 as a three-year moving average (but around 
the unconditional mean of price). Similar ad hoc procedures have been very common in 
other studies, although often with the improvement of a weighted (as opposed to simple) 
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average of squared deviations from the conditional (as opposed to unconditional) expec- 
tation of the price level [e.g., Lin (1977), Traill (1978), Hurt and Garcia (1982), Sen- 
gupta and Sfeir (1982), Brorsen et al. (1987), Chavas and Holt (1990, 1996)]. A more 
ambitious and coherent framework was proposed by Just (1974, 1976), whereby first 
and second moments of price are modeled to the same degree of flexibility by extending 
Nerlove's (1958) notion of adaptive expectations to the variance of price. This procedure 
has been used in other studies, including [Pope and Just (1991), Antonovitz and Green 
(1990), and Aradhyula and Holt (1990)]. More recently, advances have been made by 
modeling the time-varying variance within the autoregressive conditional heteroskedas- 
ticity (ARCH) framework of [Engle (1982)], as in [Aradhyula and Holt (1989, 1990), 
Holt and Moscbini (1992), and Holt (1993)]. 

The empirical evidence suggests that risk variables are often significant in explaining 
agricultural production decisions. The early work by Just (1974), as well as some other 
studies, has suggested that the size of this supply response to risk may be quite large, 
but the quantitative dimension of this risk response is more difficult to assess because 
results are typically not reported in a standardized manner. For example, an interesting 
question in the context of supply response concerns the size of the likely output con- 
traction due to risk. As model (4.3) suggests, an approximate estimate of this output 
reduction (in percentage terms) is simply given by the elasticity of supply with respect 
to the price variance cr 2, but this basic statistic often is not reported. As a yardstick, how- 
ever, we note that for broiler production Aradhyula and Holt (1990) found a long-run 
price variance elasticity of -0.03,  whereas for sow farrowing, the comparable long-run 
elasticity estimated by Holt and Moschini (1992) was -0.13.  

Although such estimates may suggest a fairly sizeable production response to the 
presence of risk, caution is in order for several reasons. First, as is often the case in ap- 
plied economic modeling, these empirical results are drawn from models that are based 
on individual behavior but that are estimated with aggregate data without explicit con- 
sideration of aggregation conditions. Second, insofar as producers use appropriate risk 
management procedures (see Section 5), the conditional variance typically used may not 
be measuring the relevant risk. 18 Finally, estimating response to conditional variance is 
inherently difficult. To illustrate this last point, consider the adaptive expectation ap- 
proach that specifies the (subjective) conditional mean and the conditional variance as 
follows: 

o o  

,c~t = ~- ' )~(1  --)0pt_k_l ,  (4.4) 
k=O 

o o  

cv 2 = y'~ ~bk(1 -- qh)[p t -k -1  -- P , t - k - l ]  a, (4.5) 
k=O 

18 For example, a producer facing price risk and using futures contracts optimally to hedge risk would be 
exposed only to residual basis risk, and conceivably that is what the variance terms should measure. 
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where usually )~ c (0, 1) and 4) c (0, 1). These parameterizations are appealing because 
they make the unobservable variable a function of  past realizations (which are, at least 
in principle, observable) in a very parsimonious way. It is known that the assumption 
of adaptive expectations for the mean of  price is rather restrictive, and it turns out that 
such an assumption for the variance is even more restrictive. 

By definition, if/xt denotes the agent's conditional expectation of price, then a price- 
generating equation consistent with the agent's beliefs is Pt = IXt + ut ,  where ut is a 
random term with a zero conditional mean. Hence, an equivalent way of saying that the 
producer's expected price is formed adaptively as in Equation (4.4) is to say that the 
producer believes that price is generated by 

p t m p t - i  - - h U t - l - b U t  (4.6) 

with E[ut  [ Pt-1] = 0, where Pt-1 denotes the entire price history up to period t - 1. 
Thus, adaptive expectation for the conditional mean of  price is equivalent to assuming 
that the agent believes that price changes follow an invertible first-order moving-average 
process, a rather restrictive condition. 19 

Given that Equation (4.6) is the relevant price model, the adaptive expectation model 
for the variance of  Equation (4.5) can be rewritten as 

(4.7) 

Note that for the model to be internally consistent the agent must believe that the ran- 
dom terms ut are drawn from a distribution with mean zero and variance crt2. But, as is 
apparent from (4.7), for most types of distributions (including the normal), ~2 is bound 
to converge to zero as time passes. Indeed, Equation (4.7) shows that the adaptive ex- 
pectation model for conditional price variance is a special case of Bollerslev's (1986) 
generalized ARCH (GARCH) model, specifically what Engle and Bollerslev (1986) 
called the "integrated" GARCH model. For this model, cr 2 --+ 0 almost surely for most 
common distributions [Nelson (1990)]. 2o The fact that these models imply that c~ 2 --+ 0 
leads to the somewhat paradoxical situation of  modeling response to risk with mod- 
els that entail that risk is transitory. As Geweke (1986, p. 59) stated, " . . .  the integrated 
GARCH model is not typical of anything we see in economic time series". 

These undesirable modeling features are avoided if the conditional price variance is 
modeled by a regular GARCH model, such as the GARCH(1,1) model: 

0 -2 = 0¢0 -'~ 0¢10-2 1 -1"- OQUt2 1, (4.8) 

19 See, for example [Pesaran (1987, p. 19)]. 
20 Similar problems also apply to other more ad hoc parameterizations, such as that used by Chavas and Holt 
(1990), where 0 -2 = Y~.k °tk u2 k and oe k are predetermined constants satisfying Y~k uk = l. 
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where c~0 > 0 bounds the conditional variance away from zero (and thus precludes 
o -2 --> 0), and al  + OQ < 1 ensures stationarity of the conditional variance process. This 
class of models, popular in finance studies, has been applied to agricultural supply mod- 
els by Aradhyula and Holt (1989, 1990), Holt and Moschini (1992), Holt (1993), and 
others. Whereas this approach offers a coherent framework for modeling production re- 
sponse to risk, the GARCH model makes explicit the relation between conditional and 
unconditional variance and brings to the fore an important feature of the problem at 
hand. Namely, models such as (4.3) can identify response to variance only if the latter 
is time-varying. If, on the other hand, producers perceive variance to be relatively con- 
stant, then no response to risk can be estimated. For example, in the logic of the model 
(4.8), a constant variance would imply that al  = o~2 = 0, such that the conditional vari- 
ance is the same as the unconditional variance (el0, in such a case), and the term/33a0 
in Equation (4.3) would then be absorbed by the intercept. 

We conclude this section with two observations. First, the assumption that produc- 
ers perceive a constant conditional variance may not be a bad approximation. Most 
economic time series do seem to display ARCH properties, but the ability to forecast 
squared errors is usually very limited even in these models [Pagan and Schwert (1990)], 
and this is particularly true for the planning horizons typical of agricultural production 
decisions [Holt and Moschini (1992)]. Thus, in such cases conditional variance does not 
do much better than unconditional variance for the purpose of measuring the relevant 
risk; hence, identifying and estimating risk response may be too ambitious an undertak- 
ing. 21 But second, the fact that we may have trouble identifying risk response does not 
mean that production adjustments to risk are not present. Indeed, virtually any supply 
model that has been estimated without a risk term is consistent with a potentially large 
risk response insofar as the relevant risk is an unconditional variance that is captured by 
the intercept. 

4.5. Risk and equilibrium in supply and production systems 

The models that we have just reviewed introduce a risk variable in a single equation 
supply model. As mentioned earlier, representing risk in terms of a single variable (say, 
price variance) may be justified as an approximation to the more general EU model and 
will be an admissible procedure only under certain restrictive conditions (for example, 
normality and CARA). Whereas consideration of higher moments has been advocated 
[Ante and Goodger (1984)], it is arguable that such ambitions may be frustrated in most 
empirical applications. The single equation nature of these supply models, on the other 
hand, can only be a partial representation of the more complete production and supply 
system that may represent the agricultural producer's decision problem. Thus, general- 
izing risk response models to systems of equations may be desirable, and it has been 

21 A related point is that, unlike typical finance applications, agricultural supply models with risk are usually 
estimated with a small sample of observations. 
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pursued by Coyle (1992), Chavas and Holt (1990, 1996), and Saha, Shumway and Tal- 
paz (1994), among others. Consideration of such complete supply systems is common 
in applied work under assumptions of certainty or risk neutrality, thanks partly to the 
popularization of flexible functional forms for dual representations of technology (such 
as profit and cost functions), which greatly simplify the derivation of coherent systems 
of output supply and input demand equations. Extension of this "dual" approach un- 
der risk has been explored by Coyle (1992), but because his set-up relies on a linear 
mean-variance objective function (which, as discussed earlier, is consistent with EU 
only under restrictive assumptions), it is unclear whether this dual approach is better 
than the corresponding "primal" approach. 

The system approach typically can accommodate such integrability conditions as 
symmetry, homogeneity, and curvature (say, convexity in prices of the profit function). 
Interest in these restrictions can arise for at least two reasons. First, this set of testable 
restrictions may be used to validate the theoretical framework. Second, if testing the the- 
ory is not an objective, then maintaining these restrictions may be useful in improving 
the feasibility/efficiency of estimation, as well as improving the usefulness of empirical 
results for policy and welfare analysis. If one wanted to consider the integrability condi- 
tions for EU maximizing producers, what would such conditions look like? Pope (1980) 
pursued this question and showed that the simple symmetry and reciprocity conditions 
that hold under certainty need not hold under uncertainty. But, as in any optimization 
problem, some symmetry conditions must exist, and for the case of a producer who 
maximizes expected utility under price uncertainty, these conditions were characterized 
by Pope (1980), Chavas and Pope (1985), and Paris (1989). In general the relevant sym- 
metry conditions will involve wealth effects (and thus will depend on risk attitudes). Re- 
strictions on preferences, however, can reduce the symmetry and reciprocity conditions 
of the risk-averse case to those of the certainty case. That will happen, for example, if 
the utility function is of the CARA type [Pope (1980)]. Alternatively, restrictions on the 
technology can also reduce the symmetry and reciprocity conditions of the risk-averse 
case to those of the certainty case. Specifically, if the production function is homoth- 
etic, then input demands satisfy the symmetry conditions that hold under certainty; and 
if the production function is linearly homogeneous, then the corresponding reciprocity 
conditions also hold [Dalal (1990)]. 

A fundamental restriction of output supply and input demand functions under cer- 
tainty is that of homogeneity of degree zero in prices. Thus, for example, if all input 
and output prices are scaled by a constant (for instance, a change of units of measure- 
ment from dollars to cents), then all real decisions are unaffected, i.e., there is no money 
illusion. In general the homogeneity property does not seem to hold under price uncer- 
tainty, as noted by Pope (1978) and Chavas and Pope (1985), unless restrictions are 
placed on preferences. Because a proportional change in all input and output prices 
induces a corresponding change in profit, the decisions of a producer with CARA pref- 
erences are affected by such a proportional change. On the other hand, if the producer 
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holds CRRA preferences, then decisions are not affected by such a proportional change 
in all prices. 22 

Spelling out such homogeneity conditions is quite useful, and indeed Pope (1988) 
used homogeneity to derive tests for the structure of risk preferences. But because ho- 
mogeneity of degree zero of choice functions in prices is typically associated with the 
absence of money illusion, the conclusion that homogeneity need not hold under uncer- 
tainty may seem somewhat puzzling. One way to look at the problem is to recognize that 
the absolute risk-aversion coefficient is not unit-free; thus, for example, it is meaningless 
to postulate a particular numerical value for )~ independent of the units of measurement 
of prices. If doubling of all prices were associated with halving of )~, for example, then 
even under CARA choices would not be affected by such a change. There is, however, 
a more fundamental way of looking at the homogeneity property. The crucial element 
here is to recognize that the vNM utility function of money, say U (zr), is best interpreted 
as an indirect utility function of consumer demand, such that zr creates utility because it 
is used to purchase consumption goods. Thus, U(zr) = V(p e, re) where V(p c, zc) is the 
agent's indirect utility function, and pC denotes the price vector of consumption goods. 
In analyses of risk models, the vector pC is subsumed in the functional U(.) under 
the presumption that these prices are held constant. Because V(p c, zr) is homogeneous 
of degree zero in pe and Jr, it follows that, when consumption prices are explicitly 
considered, the vNM utility function is homogeneous of degree zero in all prices (i.e., 
consumption prices, output prices, and input prices). Thus, homogeneity (i.e., lack of 
money illusion) must hold even under uncertainty, when this property is stated in this 
extended sense. 

Storage opportunities introduce dynamics and require a more careful accounting for 
equilibrium issues as well as for expectation formation when modeling supply. In par- 
ticular, because negative storage is impossible, nonlinearities are inherent in the equilib- 
rium problem. Using U.S. soybean market data over the period 1960 to 1988, Miranda 
and Glauber (1993) develop an equilibrium rational expectations model that explicitly 
represents the behavior of producers, consumers, and storers (both private and public). 
They find evidence to suggest that both acres supplied and storage activities respond 
negatively to increased price risk. The storage result suggests that risk management 
institutions may facilitate efficiency by reducing impediments to intertemporal transac- 
tions. 

4.6. Programming models with risk 

In a number of agricultural economics applications, especially those with a normative 
focus, risk has been considered within suitably parameterized programming models that 

22 For example, if output and input prices are scaled by a constant k > 0, then profit changes from zr to kzr. 
If utility is CARA, then -exp()~Jr) ~ -exp(-k)~zr) ,  because scaling prices by k is equivalent to changing 
the constant coefficient of risk aversion. On the other hand, if utility is CRRA, say U = log(zr), then scaling 
profit by k clearly has no effect on choices. 
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can readily be solved (and simulated) by appropriate computational methods. The clas- 
sical quadratic programming problem of Freund (1956) maximizes a weighted linear 
summation of mean and variance subject to resource constraints: 

1 
M a x / z ( x ) -  z)~ V (x) such that G(x)  <~ O, (4.9) 
x 2 

where /z(x) and V(x)  are mean and variance of returns as a function of choices, 
G(x) <<, 0 is a vector of equality and inequality constraints, and )~ measures the magni- 
tude of risk aversion. Sharpe (1963), among others, refined the approach into a conve- 
nient and economically meaningful single-index model for portfolio choice. Applica- 
tions of the method in agricultural economics include Lin, Dean and Moore (1974) and 
Collins and Barry (1986), both of which consider land allocation decisions. Because 
solving quadratic programming problems was, at one time, computationally difficult, 
Hazell (1971) linearized the model by replacing variance of reward with the mean of to- 
tal absolute deviations (MOTAD) in the objective function. Hazell's MOTAD model has 
been extended in several ways by Tauer (1983), among others, and the general method 
has been used widely in economic analyses of agricultural and environmental issues 
[Teague et al. (1995)]. Risk considerations can also be introduced as a constraint, and 
many such programming problems go under the general rubric of safety-first optimiza- 
tion as studied by Pyle and Turnovsky (1970) and Bigman (1996). 23 

Given the strong relationship between time and uncertainty, risk has a natural role 
in dynamic optimization problems. The analytical problems associated with identifying 
the time path of optimal choices often requires numerical solutions for such problems. 
This is particularly true in agricultural and resource economics, where the necessity to 
accommodate such technical realities as resource carry-over may preclude stylized ap- 
proaches such as the real options framework discussed previously. Stochastic dynamic 
programming is a discrete-time variant of optimal control methods and is robust to 
accommodating the technical details of the rather specific problems that arise in agri- 
cultural and natural resource economics. A standard such problem is 

T 
Max ~ flt Eo [Jr (xt, Yt ) ] 

X t ~ 

t=O 
such that Yt = f ( Y t - l ,  x t-1,  et), Y0 given, (4.10) 

where T may be finite or infinite, fi is the per-period discount factor, and n(xt ,  Yt) 
is the per-period reward. The goal is to choose, at time 0, a contingently optimal se- 
quence, x0 through xr ,  to maximize the objective function. But the problem is not 
deterministic because randomness, through the sequence st, enters the carry-over equa- 
tion, Yt = f ( y t - l ,  X t - l ,  Et). This means that a re-optimization is required at each point 
in the time sequence. To initialize the problem, it is necessary that Y0 be known. For 

23 Note that safety-first approaches to risk modeling may be difficult to reconcile with the EU framework. 
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analytical convenience, Markov chain properties are usually assumed for the stochas- 
tic elements of the model. Many variants of the above problem can be constructed. 
For example, time could modify the per-period reward function or the carry-over func- 
tion. Applications of the approach include capital investment decisions [Burt (1965)] 
and range stocking rate and productivity enhancement decisions [Karp and Pope 
(1984)]. 

4. 7. Technology adoption, infrastructure and risk 

A class of production decisions where risk is thought to play an important role is that 
of new technology adoption. Early work in this area, reviewed by Feder, Just and 
Zilberman (1985), analyzed the relationships among risk, farm size, and technology 
adoption. More recent studies that consider the possible impact of risk on adoption 
include Antle and Crissman (1990) and Pitt and Sumodiningrat (1991). The availabil- 
ity of irrigation has been shown to be an important risk factor for technology adop- 
tion. It both increases average productivity and reduces variability of output, and often 
involves community or government actions (thus emphasizing how risk management 
opportunities may often depend upon local institutional factors). For references to the 
impacts of risk and irrigation on technology adoption, with special regard to the adop- 
tion of high-yielding but flood-susceptible rice in Bangladesh, see Azam (1996), Bera 
and Kelley (1990), and other research cited therein. This line of research suggests that 
technologies are often best introduced in packages rather than as stand-alone innova- 
tions. Other work on structure !ncludes Rosenzweig and Binswanger (1993), who stud- 
ied the structural impacts of weather risk in developing countries, and Barrett (1996), 
who considered the effects of price risk on farm structure and productivity. In the con- 
text of hybrid maize adoption, Smale, Just and Leathers (1994) argue that it is very 
difficult to disentangle the importance of competing explanations for technology adop- 
tion, and suggest that previous studies may have overstated the importance of risk aver- 
sion. 

The introduction of a new technology often requires a substantial capital investment, 
and so the functioning of credit markets plays a crucial role. For collateral-poor farmers 
in rural communities of the less developed world, credit is often unattainable through 
formal channels. For example, Udry (1994) finds that in four northern Nigeria villages 
more than 95 percent of borrowed funds were obtained from neighbors or relatives. One 
of the reasons for the importance of informal lending channels is the limited means by 
which formal credit providers can obtain relevant information concerning the riskiness 
of projects. As discussed in Ray (1998), less formal sources (such as the landlord, a 
local grain trader, or the village moneylender) are in a better position to judge risks 
and to provide credit. But, perhaps due to high default risk or to the systemic nature 
of risk when all borrowers are from the same village, interest rates are often very high. 
Bottomley (1975) developed a simple model that relates equilibrium rates to default 
risk. It has been suggested that moneylender market power may also affect rates but, 
from a survey of the literature, Ray (1998) concludes that local moneylending markets 
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tend to be quite competitive. However, as Bottomley (1975) pointed out, the true interest 
rate may often be difficult to ascertain because loans are often tied in with other business 
dealings such as labor, land lease, and product marketing agreements. 

Faced with production and price risks, poorly performing credit markets would seem 
to imply inadequate investments, perhaps especially in risk-reducing technologies. On 
the other hand, the limited liability nature of credit may create incentives for borrowers 
to engage in riskier projects that are also less productive on the average, compared with 
the projects that would have been chosen if the credit line were not available. Basu 
(1992) studies the effect of limited liability and project substitution on the structure of 
land lease contracts. 

5. Risk management for agricultural producers 

The purpose of risk management is to control the possible adverse consequences of un- 
certainty that may arise from production decisions. Because of this inherently normative 
goal, stating the obvious might yet be useful: risk management activities in general do 
not seek to increase profits per se but rather involve shifting profits from more favor- 
able states of nature to less favorable ones, thus increasing the expected well-being of a 
risk-averse individual. It should also be clear that production and risk management ac- 
tivities are inherently linked. Most business decisions concerning production have risk 
implications, and the desirability of most risk management choices can only be stated 
meaningfully with reference to a specific production context. As for the risk implica- 
tions of production decisions, a useful classification of inputs can be made following 
Ehrlich and Becker (1972), who identified "self-insurance" and "self-protection" activ- 
ities. Self-insurance arises when a decision alters the magnitude of a loss given that 
the loss occurs. Self-protection takes place when a decision alters the probability that 
a loss will occur. Of course, agricultural inputs may have both self-insurance and self- 
protection attributes; for instance, fertilizer may reduce both the probability and condi- 
tional magnitude of a crop nutrient deficiency, 24 and livestock buildings can operate in 
the same way upon weather-related losses. Ehrlich and Becker (1972) use this classifica- 
tion to show that input choices modify the demand for market insurance. Expenditures 
on market insurance and self-insurance substitute for each other, whereas expenditures 
on self-protection could actually increase the demand for market insurance. 

Abstracting from self-insurance and self-protection effects of production choices, 
farmers usually have access to a number of other tools that have a more direct risk man- 
agement role. These include contractual arrangements (e.g., forward sales, insurance 
contracts) as well as the possibility of diversifying their portfolio by purchasing assets 

24 In a comprehensive review of literature on crop yield variability determination, Roumasset et al. (1989) 
conclude that nitrogen tends to increase variability. For technology adoption, Antle and Crissman (1990) 
suggest that variability tends to increase initially but decrease again after more is learned about the innovation. 
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with payoffs correlated with the returns on production activities. Risk management  de- 
cisions are obviously constrained by the given institutional and market  environments, 
i.e., what tools and programs are actually available to the farmer. Thus, the possible 
incompleteness of  risk markets and the imperfections of  capital markets are bound to be 
crucial to risk management.  25 As will be discussed in this section, existing risk markets, 
such as contingent price markets and crop insurance, typically do not allow producers 
to eliminate all risk (for given production choices, it may be impossible to take market  
posit ions such that the resulting total payoff  is invariant to the state of  nature). Whereas 
this may suggest scope for welfare-increasing government intervention, it also indicates 
that farmers just  may have to bear  some residual risk. 26 

In what follows we analyze in some detail  contractual relationships that a producer 
may enter into in order to manage price and quantity risk. In particular, we emphasize 
price-contingent contracts (forward, futures and options) and crop insurance contracts. 
Whereas the analysis hopefully will clarify the role of various r isk-management  tools, 
we should emphasize that the results of  most of  the models  analyzed below do not trans- 
late into direct risk management  recommendations.  For example,  given the endogeneity 
of  many of  the risks faced by producers, a discussion of  risk management  that takes pro- 
duction decisions as given is to some extent artificial, although it may be analytically 
useful. More generally, one should keep in mind that farmers ult imately l ikely care 
about their consumption, itself the result of  an intertemporal decision. Risky production 
and risky prices of course imply a risky farm income, but such income uncertainty may 
not necessari ly translate into consumption risk because borrowing/saving opportunities, 
as well as income from other assets and/or activities (diversification), may be used to 
smooth consumption over time. It is nonetheless instructive to consider certain aspects 
of  risk management  in stylized models. 

5.1. Hedging with price contingent contracts 

"Hedging" here refers to the acquisition of contractual posit ions for the purpose of  in- 
suring one 's  wealth against unwanted changes. As discussed earlier, output price is one 
of the most important  sources of  risk for agricultural producers. Several instruments are 
available to farmers of  developed countries to "hedge" this price risk, notably forward 
contracts and price contingent contracts traded on organized futures exchanges. 

25 When capital markets are imperfect, internal funding can be very important for production decisions. For 
this reason, Froot, Scharfstein, and Stein (1993) argue that one of the main purposes of hedging in a business 
is to manage cash flow so that profitable investment opportunities that arise might be pursued. The time 
sequence of cash flows may also be important under the risk of business failure, as discussed by Foster and 
Rausser (1991). 
26 From a welfare point of view, farmers may not be the main losers from market incompleteness. Myers 
(1988) showed empirically that the incompleteness may benefit producers when food demand is inelastic 
and may benefit consumers under other circumstances. Lapan and Moschini (1996) in a partial equilibrium 
framework, and Innes and Rausser (1989) and Innes (1990) in a general equilibrium framework, identified 
roles for second-best policy interventions when some risk markets are missing. 
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5.1.1. Forward contracts and futures contracts 

The biological lags that characterize agricultural production mean that inputs have to 
be committed to production far in advance of harvest output being realized, at a time 
when output price is not known with certainty. The simplest instrument often available 
to farmers to deal with this price risk is a "forward contract". With such a contract 
a farmer and a buyer of the agricultural output agree on terms of delivery (including 
price) of the output in advance of its realization. For example, a farmer and a buyer can 
agree that a certain amount of corn will be delivered at a given time during the harvest 
season at the local elevator for a certain price. It is readily apparent that conditions exist 
under which such a contract can completely eliminate price risk. To illustrate, let q = 
output quantity produced, h = output quantity sold by means of a forward contract, p = 
the output price at the end of the production period, f0 = the forward price quoted at the 
beginning of the period, and Jr = the profit at the end of the period. Then the random 
end-of-period profit of the firm that uses forward contracts is 

7r =/sq - C(q) ÷ (fo - /5 )h ,  (5.1) 

where C(q) is a strictly convex cost function (which subsumes the effects of input 
prices). 27 If the farmer's utility function of profit is written as U(zr), where U"(.) < 
0 < U'(.), the first-order conditions for an optimal interior solution of an EU maximizer 
require 

E[U' (# )(/5 - C' (q) ) ] = O, 

E[U'(~ ' )( /o  - / 5 ) ]  = 0, 

(5.2) 
(5.3) 

from which it is apparent that optimal output q* must satisfy C'(q*) = fo. This is the 
"separation" result derived by Danthine (1978), Holthausen (1979), and Feder, Just and 
Schmitz (1980). Optimal output depends exclusively on the forward price, which is 
known with certainty when inputs are committed to production, and hence the produc- 
tion activity is riskless. 

The importance of the separation result lies in the fact that the agent's beliefs about 
the distribution of cash and futures prices, and her degree of risk aversion, are inconse- 
quential for the purpose of making production decisions. The agent's beliefs and her risk 
attitudes, however, may affect the quantity of output that is sold forward. In particular, 
from (5.3) it follows that 

> q* E[/S] > h* < as fo. (5.4) 

27 Input prices are implicitly compounded to the end of the period using the (constant) market interest rate, 
so that all monetary variables in (5.1) are commensurable. 
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Thus, for example, a producer who believes that the forward price is biased downward 
(i.e., El/3] > f0) has two ways of  acting to take advantage of  her information (i.e., "spec- 
ulating"): she could produce more than under an unbiased forward price, while hold- 
ing constant the amount sold forward; or she could decrease the amount sold forward, 
while holding output at the level that is optimal when the forward price is unbiased. Ei- 
ther action results in some uncommitted output being available at harvest time that will 
fetch the (risky) market price. But speculating by varying output has decreasing returns 
[because C"(q) > 0 by assumption], whereas speculating by varying the amount sold 
forward has constant returns. Hence, speculation here takes place exclusively by vary- 
ing the amount sold forward. Similarly, changes in risk aversion, and in the riskiness of  
the price distribution, in this setting affect forward sales but not production decisions. 

An extension of  the results just discussed considers futures contracts instead of  for- 
ward contracts. A futures contract is, essentially, a standardized forward contract that is 
traded on an organized exchange, such as the Chicago Board of  Trade or the Chicago 
Mercantile Exchange [Williams (1986)]. A futures contract typically calls for delivery 
of  a given quantity (say, 5,000 bushels) of  a certain grade of  a commodity (say, No. 2 
yellow corn) at a specified delivery time (say, December of  a given year) at a specified 
location (say, a point on the Mississippi River). Because of  these features, the futures 
price may not be exactly suited to hedge the risk of  a given producer. On the other 
hand, futures markets are quite liquid and hedging by using futures is readily possible 
for all producers, even when a local buyer offering a forward contract is not available. 
Using futures contracts, a producer can lock in on a price for future delivery; the prob- 
lem, of  course, is that this precise futures price may not be what the producer needs. 
Such discrepancies may be due to any one of  the three main attributes of  an economic 
good: form, time, and space. 28 Because of  that, the local cash price that is relevant for 
the producer is not the one that is quoted on the futures market, although usually it 
is highly correlated with it. In addition, one should note that futures entail lumpiness 
(only 5,000 bu. at a time for most grains, for example) as well as transactions costs. 
Thus, relative to a forward contract, a futures contract is an imperfect (although pos- 
sibly effective) risk-reduction instrument, i.e., the producer that uses futures contracts 
retains "basis risk". 29 

To illustrate hedging under basis risk, let us modify the notation of the previous sec- 
tion by letting f0 = futures price quoted at the beginning of  the period, f = futures 

28 For example, the commodity grown by the producer may be of a different kind (or a different grade) than 
that traded on the exchange; or, the producer may realize the output at a different time than the delivery 
time of the contract; or, the producer may realize the output at a different location than that called for in 
the futures contract. Grade differences may be handled by pre-specified premiums or discounts over the 
futures price; differences in the type of commodity lead to the problem of "cross-hedging" of Anderson and 
Danthine (1981); see DiPietre and Hayenga (1982) for an application. The imperfect time hedging problem 
was explicitly addressed by Batlin (1983). 
29 Basis in this context refers to the difference, at the date of sale, between the (local) cash price and futures 
price. 
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price at maturity of the futures contract, and h = amount of commodity sold in the fu- 
tures market. As before,/5 represents the cash price at harvest time, and thus basis risk 
means that, typically,/3 ~ f .  In general, it is difficult to fully characterize the produc- 
tion and hedging decisions under basis risk. Some results may be obtained, however, by 
restricting the relationship between cash and futures prices to be linear, as in Benninga 
et al. (1983): 

~=~+/31+0, (5.5) 

where ~ and 13 are known constants, and O is a zero-mean random term that is inde- 
pendent of the futures price. 3° The end-of-period profit of the producer can then be 
represented as 

£r = (c~ + / 3 f o  + O)q - C ( q )  + ( fo  - f ) ( h  - / 3 q ) .  (5.6) 

Now, if the futures price is unbiased (i.e., if E l f ]  = f0), it is apparent that, for any given 
output q, the optimal futures hedge is h* = flq.3t Additional results for this basis risk 
case are presented in Lapan, Moschini and Hanson (1991). Because in this case random 
profit reduces to £c = (~ +/3fo + O)q - C(q) ,  the effective (hedged) price, c~ +/3f0 + 0, 
is still random. Hence, under risk aversion, production takes place at a point at which 
marginal cost is lower than the expected price (given optimal hedging), i.e., Cl(q *) < 
(a + fifo), indicating that a portion of price risk due to the basis cannot be hedged away. 
Because there is some residual uncertainty concerning the local cash price, the degree of 
risk aversion also influences optimal output. Specifically, the output level q* is inversely 
related to the degree of risk aversion, as in earlier results of models of the competitive 
firm under price risk [Baron (1970), Sandmo (1971)]. Also, a ceteris paribus increase 
in nondiversifiable basis uncertainty (a mean-preserving spread of 0) will in general 
decrease the optimal output level, a sufficient condition being that preferences satisfy 
DARA [Ishii (1977)]. 

It is important to realize that with basis risk, even in its special formulation of Equa- 
tion (5.5), the separation result, discussed earlier for the case of forward contracts, does 
not apply. Because hedging does not eliminate basis risk, if the agent believes that the 
futures price is biased then her choice will involve the possibility of investing in two 
risky assets (production of output and trading in futures). Thus, if the agent believes 
that the futures price is biased, her optimal speculative response will entail changes in 
both these risky assets. For the special case of CARA preferences and of a linear basis as 

30 Actually, whereas independence is sufficient for our purposes, the slightly weaker assumption that f is 
conditionally independent of g is both necessary and sufficient [Lence (1995)]. Of course, for some distribu- 
tions (such as the multivariate normal) these two notions of independence are equivalent. Indeed, if (/3, f )  are 
jointly normally distributed, then the linear basis representation in (5.5) follows. 
31 Hence, the optimal futures hedge ratio h*/q is equal to/3 = Cov(/5, f)/Var(f), the coefficient of the theo- 
retical regression of cash price on futures price, a result that has been used in countless empirical applications. 
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in (5.5), however, one can still prove a separation result between production and hedg- 
ing (speculative) decisions. Specifically, in such a case the optimal output level q* does 
not depend on the parameters of the producer's subjective distribution of futures prices 
[Lapan et al. (1991)], although it does depend on the agent's degree of risk aversion and 
on the parameters oe and t ,  which define the expectation of the cash price (conditional 
on the futures price). 

The results just outlined pertain to a static problem and, more crucially, pertain to a 
competitive producer who faces only price risk. For most commodities, however, the 
hedging problem needs to consider the fact that farmers typically are exposed to both 
price and production uncertainty. An early attempt at allowing both price and production 
risk was that of McKinnon (1967), who considered the hedging problem of minimizing 
the variance of profit for a given planned output level. Because of the complications gen- 
erated by the joint presence of price and production risk, efforts to extend McKinnon's 
risk-minimization analysis to EU maximization often have relied on the assumption that 
producers maximize an objective function increasing in the mean and decreasing in the 
variance of revenue/profit. This approach was followed by Rolfo (1980), Newbery and 
Stiglitz (1981, Chapter 13), and Anderson and Danthine (1983), among others. In these 
studies it is shown that the correlation between the random production and random price 
is crucial for determining the optimal hedging strategy. Because demand considerations 
suggest the correlation is typically negative, a "natural" hedge is already built into the 
price system and the optimal strategy is to hedge an amount lower than expected output. 

Such a mean-variance approach usually is justified on the grounds that it is er ~ct for a 
CARA utility function if wealth/profit is normally distributed. But profit typically is not 
normally distributed when output is uncertain because it entails the product of two ran- 
dom variables [Newbery (1988)]. Indeed, the need to analyze our hedging problem in 
a general framework is clearly illustrated by noting that, under production uncertainty, 
the optimal hedge in general is less than expected output even when output and price are 
independent [Losq (1982)], a result that cannot be established by mean-variance analy- 
sis. Of course, the difficulty is that it is not possible to establish useful general hedging 
results that hold for arbitrary concave utility functions and arbitrarily jointly distributed 
random prices and quantities. If one assumes a CARA utility function, however, an ex- 
act solution to the hedging problem under production uncertainty may be possible, as 
illustrated by Bray (1981), Newbery (1988), and Karp (1988). 

A model that captures the essence of a typical farmer's planting hedge was presented 
in Lapan and Moschini (1994), who consider futures hedging for a competitive producer 
who faces both production (yield) and price risk and whose only available hedging in- 
strument is a futures contract (with basis risk). Following Newbery and Stiglitz (1981), 
stochastic output is represented in terms of a production function with mulfiplicative 
risk, i.e., Q = ~q (x), where x denotes the vector of inputs, ~ is a random variable with 
mean y, and Q is random output. As noted earlier, with mulfiplicative production risk, 
input choices can still be represented by a standard cost function, say C(q) where q de- 



128 G. Moschini and D.A. Hennessy 

notes the scale of production. 32 With input prices assumed constant (they are typically 
known at the time production and hedging decisions are made) and subsumed in the 
function C(.), realized total profits are 33 

# = ~ f q  - C(q) + (fo - f ) h .  (5.7) 

Thus, the producer knows f0 when q and h are chosen, but the realizations of the ran- 
dom variables {f,/3, f} are not known. The difference between f and/3 reflects basis 
risk. 

Within this context, and assuming that producers maximize a CARA utility, and that 
the three random variables {f,/3, f} are jointly normally distributed, Lapan and Mos- 
chini (1994) derive and discuss the exact analytic solution to the optimal hedging prob- 
lem. In particular, they show that the optimal futures hedge satisfies 

- _S13 ] 
h*--  f°  )~Sl17 + q [YS@~2 + P~I1 J" (5.8) 

Here Sij are the elements of the matrix S =-- [)~qB + v - l ]  -1, where )~ is the coeffi- 
cient of absolute risk aversion, V is the variance-covariance matrix of the three random 
variables, and B is an accounting matrix of zeros and ones. Hence, an important result 
here is that the optimal hedge does depend on the degree of risk aversion, even when 
the futures price is perceived as unbiased. This insight was not present in earlier mean- 
variance models of hedging under production uncertainty [e.g., Rolfo (1980), Newbery 
and Stiglitz (1981)]. For likely parameter values, this risk preference effect may be 
important and the optimal hedge may differ substantially from the mean-variance one. 
Furthermore, the optimalhedge under yield uncertainty depends on the conditional fore- 
cast of the harvest price (~) and of the yield term (y), even when the futures price is 
perceived as unbiased. Thus, in addition to precluding the separation result, produc- 
tion uncertainty also entails that the optimal hedge is inherently time-varying because 
conditional forecasts will be revised as harvest approaches. 

The empirical application reported by Lapan and Moschini (1994), based on a gen- 
eralization of Myers and Thompson's (1989) hedge ratio estimation procedure, showed 
that the optimal hedge is considerably less than the full hedge, and that the amount sold 
forward declines as risk aversion increases. Of course, CARA, joint normality, and mul- 
tiplicative production risk are rather restrictive assumptions, but nonetheless this model 
is useful because it can relax the straitjacket of the mean-variance framework and pro- 
vide insights into the EU maximizing optimal hedge. Although analytical results based 

32 Thus, for any level of inputs, q = q (x). In this setting, q aggregates planted acreage and other inputs, and 
reflects random yield. 

33 Of course, simultaneous use of crop insurance contracts (discussed later) would alter the nature of this 
problem. 
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on more general assumptions are difficult to obtain, empirical ly it is easy to consider 
alternative risk preference structures and stochastic distributions. For example,  Lapan 
and Moschini  (1994) solve numerical ly for the optimal hedge for CRRA preferences 
and log-normally distributed {f , /3 ,  ~}, and find that the conclusions obtained under 
CARA and normality are reasonably robust. 34 

5.1.2. Options on fu tures  

Among the instruments traded on commodity  exchanges, futures contracts arguably 
have the most direct relevance to risk management  for farmers. With the introduction 
of  options on futures for many commodit ies  in the 1980s, however, the possibi l i ty of  
trading put and call options has attracted considerable attention. 35 The use of options as 
hedging devices when the producer faces only price (and basis) risk (but not production 
risk) was considered by Lapan, Moschini  and Hanson (1991). They emphasize that the 
inclusion of commodi ty  options in a decision maker 's  portfolio leads to a violation of  the 
two main conditions for a mean-variance representation of  expected utility: (i) options 
truncate the probabil i ty distribution of  price (so that the argument of  the utility function, 
profit or wealth, is not normally distributed even if the random price is normal),  and (ii) 
the use of  options generally means that the argument of  utility is not monotonic in 
the random attributes. The model  essentially entails adding another hedging instrument 
(options) to the payoff  in Equation (5.7). A basic model ing issue here is that, given the 
presence of futures, one of these basic types of  options is redundant (for example, a put 
can always be constructed using a futures and a call). Hence, for modeling purposes 
attention can be limited to any two of  the three types of  assets (futures, puts, and calls). 
Equivalently, as emphasized by Lapan, Moschini  and Hanson (1991), one can consider 
futures and a combination of  puts and calls such as straddles. 36 The use of  futures and 
straddles is fully equivalent to allowing the use of futures and calls (or puts), but it has 
the analytical advantage of i l luminating the interpretation of a number of results because 
the payoff  of  a straddle is essentially orthogonal to the payoff  of a futures contract. 

Lapan, Moschini  and Hanson (1991) show that, when the futures price is unbiased 
(from the producers '  own point  of  view), then options are redundant hedging instru- 
ments. The key insight here is that, unlike futures contracts, options allow the construc- 
tion of  payoffs that are nonlinear in the realized futures price. But when futures prices 

34 Whereas the discussion here has emphasized price-contingent contracts, some yield futures have traded on 
the Chicago Board of Trade. Clearly, such contracts are potentially useful for farmers (provided enough liq- 
uidity exists). A mean-variance analysis of the hedging problem with both price and yield futures is presented 
by Vukina, Li, and Holthausen (1996). 
35 A "put" conveys to the buyer the fight to sell the underlying futures contract at a given price (the "strike 
price"). This right can be exercised over a certain period of time (the life of the option), and for this fight 
the buyer must pay a "premium" (the price of the option) to the seller (the underwriter). Similarly, a "call" 
conveys to the buyer the right to sell the underlying futures at the strike price during the life of the option. See 
[Cox and Rubinstein (1985)] for more details. 
36 A (short) straddle can be constructed by selling one call and one put at the same strike price (or, because 
of the redundancy just mentioned, it can be constructed by buying one futures and selling two calls). 
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and options premiums are perceived as unbiased (such that the only reason to trade 
these instruments is to hedge the risky cash position), the relevant payoff of the pro- 
ducer is linear in the futures price. Hence, the optimal hedging strategy involves using 
only futures contracts, which provide a payoff that is linear in the price of interest (the 
option payoff is uncorrelated with the risk that remains after the optimal futures hedge). 
If futures prices and/or options premiums are perceived as biased, however, then there 
is a speculative motive to trade futures and options, and options are typically used along 
with futures. 

In this context it is clear that a hedging role for options is likely when there is a non- 
linear relation between profit and the futures prices, such as the presence of nonlinear 
basis risk or the presence of production uncertainty together with price uncertainty. The 
latter situation is obviously of great interest to farmers, and has been analyzed by Mos- 
chini and Lapan (1995). They study the problem of a farmer with end-of-period profit 
given by 

7c = P Y q  - C ( q )  + ( f o  - f ) h  + (r - I f  - k l ) z ,  (5.9) 

where z is a short straddle with strike price k and premium r (note that the payoff of the 
straddle depends on the absolute value of the difference between realized futures price 
and strike price). The producer knows f0, k, and r when q, h, and z are chosen, but 
the realizations of the random variables { f , /3 ,  Y} are not known. Under the assumption 
of CARA and normality, Moschini and Lapan (1995) provide analytic solutions for the 
optimal use of futures and straddles. If futures and options prices are perceived as unbi- 
ased, then the optimal hedging strategy entails selling futures and buying straddles. Of 
course, because of the simultaneous presence of price and production uncertainty, the 
optimal use of the hedging instruments depends on the agent's degree of risk aversion, 
and in general the optimal hedge is less than the full hedge. For example, for a represen- 
tative soybean producer with a local relative risk aversion of R = 2, and after translating 
optimal levels of futures and straddles into futures and puts, the optimal hedge is to sell 
futures in an amount of about 63 percent of the expected output and to buy puts in an 
amount of about 15 percent of expected output. 

If the producer perceives the futures and straddle prices as being biased, then there 
is a speculative motive to trade these assets. An interesting result here is that, if the 
agent perceives only the options price to be biased, then only the straddle position is af- 
fected, whereas if only the futures price is perceived as biased, both futures and options 
positions will be affected. 37 This result is reminiscent of the speculative hedging role 
of options illustrated by Lapan, Moschini and Hanson (1991, 1993), and in particular, 
cannot be obtained by using the special mean-variance framework. 

37 Thus, options are useful to provide insurance against the risk of speculating on the futures price because 
the nonlinearity of their payoffs can compensate for the speculation outcome of extreme price realizations. 
But futures are not useful to hedge the speculative risk induced by the optimal option use under biased option 
prices. 
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5.1.3. The time pattern of hedging 

The discussion so far has dealt with a simple version of the hedging problem, a one- 
period (two-dates) model. At the beginning of the period, when the risky cash position 
is incurred (say, when corn is planted or when feeder cattle are bought and placed in 
the feedlot), the farmer hedges by trading futures and other derivatives (options). At the 
end of the period, when the cash position is liquidated (because the crop is harvested or 
the cattle are sold), the financial positions are closed. But what if the farmer were free 
to adjust the futures hedge after it is established and before it is closed? Two questions 
are relevant here. Does the possibility of revising the optimal hedge affect the initial 
hedging decision? And, if it is optimal to revise the hedge over time, how is the hedge 
revised? These problems have been addressed, in different contexts, by (among others) 
Anderson and Danthine (1983), Karp (1988), and Myers and Hanson (1996). It turns out 
that the answer to these questions depends crucially on, among other things, whether the 
producer believes that futures prices are biased or unbiased, and whether or not there is 
production uncertainty in the model. 

Because our focus is on risk reduction (hedging), suppose that futures prices are 
unbiased. Also, consider first the pure price and basis risk case (no production risk), 
and suppose that there are T periods, with the initial hedge being taken at t = 0, and the 
last hedge being lifted at t --- T, and that the terminal profit of the producer is 

T 

~ r  = / ~ r q  + ~ ( 1  + i)T-,(j~ _ j~ - l )h , - i  - C(q), 
t = l  

(5.10) 

where i is the per-period interest rate. If the producer maximized the EU of terminal 
profit, E[U(~T)], then the optimal hedging problem (for any given level of output q) 
can be solved by backward induction. Suppose first that i = 0 and that the linear basis 
assumption made earlier is rewritten as 

Pr = o~ + ~ f r  + Or. (5.11) 

Then, it is easily shown that the optimal hedge is to sell an amount hi = flq for all 
t = 0 . . . . .  T - 1. Thus, if futures prices are unbiased, the static optimal hedge solution 
gives the optimal hedging strategy at any time based upon the conditional moments 
available at that time. In particular, the myopic hedging rule (i.e., the hedge that does 
not take into account that later revisions in the hedge positions are possible) is the same 
as the optimal dynamic hedging strategy [Karp (1988)]. 

Because profits/losses of the futures position are marked to market in Equation (5.10), 
if the interest rate is positive then the optimal futures hedge at time t should be adjusted 
by a factor of (1 ÷ i ) r - t .  This gives a first, albeit trivial, reason for the pure hedge to 
change as time t moves from 0 to T, as the amount sold forward will increase over time 
because of this pure discounting effect. As harvest approaches, the agent may revise her 
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expectations about futures (and therefore cash) prices at T. However, there would be 
no need to adjust the futures position through the growing season due to these changed 
price expectations, provided the farmer continued to believe that the futures price was 
unbiased. A second reason to revise the hedge position arises if the moments of the 
distribution of cash and futures prices (for time T) change over time (as a result of new 
information), in which case the optimal hedge will be revised as time progresses from 
t to T, as illustrated by Myers and Hanson (1996). Furthermore, in that situation the 
ability to revise the futures hedge does affect the initial (at time t = 0) hedge position, 
so that myopic and optimal dynamic hedges differ. 

As illustrated by Anderson and Danthine (1983), Karp (1988), and Lapan and Mos- 
chini (1994), production uncertainty gives yet another fundamental reason for the opti- 
mal hedge to change over time. Because production uncertainty implies that the futures 
market cannot provide a perfect hedge, the hedge itself depends on the agent's forecast 
of realized cash price (realized futures price) and realized yield, even when the futures 
price is unbiased [recall Equation (5.8)]. Clearly, changes in expectations of realized 
yields (and hence output) will lead to revisions in the futures position. Even if yield 
forecasts do not change, however, changes in the futures price (and therefore in the ex- 
pected cash price) will lead to changes in the optimal hedge if the realizations of yields 
and price are correlated. 

A somewhat different dynamic hedging problem arises when the production setting 
allows for some inputs to be chosen after the uncertainty is resolved, as in the ex-post 
flexibility models of Hartman (1976) and Epstein (1978). This hedging problem has 
been studied by Moschini and Lapan (1992), who emphasize that in this model the ex- 
ante profit of the firm is nonlinear (convex) in the risky price (hence, once again, the 
mean-variance framework is unlikely to be very useful unless one is willing to assume 
that the utility function is quadratic). They derive a special case of the separation result 
for this instance of production flexibility (without basis and production risk, of course), 
which attains when the shadow price of the quasi-fixed input (the input that is chosen 
ex-ante) is linear in the output price. This linearity means that the incremental risk due to 
changes in the quasi-fixed inputs can be fully hedged using futures (because the payoff 
of the futures position is also linear in price). The nonlinearity of profit in the risky 
price, however, means that not all income risk can be hedged via futures for the case of 
production flexibility, and thus there is a pure hedging role for options, over and above 
that of futures. 

5.1.4. Hedging and production decisions 

The hedging review so far has emphasized the optimal use of hedging instruments con- 
ditional on a given output or a given expected output. An important but distinct question 
concerns how the availability of these hedging opportunities affects the firms' choice of 
output. As mentioned earlier, in the special case where basis risk and production risk are 
absent, the availability of futures contracts allows a separation between production and 
hedging (speculative) decisions. Specifically, the futures price determines the optimal 
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output level, irrespective of  the subjective beliefs of the producer, and any difference 
between the agent's price expectations and the prevailing futures price only affects the 
hedging/speculative position. Even in this simple case, however, whether the hedging 
opportunity increases output depends crucially on whether the futures price is biased or 
not. If  the futures price is perceived as unbiased, then the availability of  futures hedging 
induces the risk-averse firm to expand output. 

When we relax the restrictive assumptions that lead to the separation result, and allow 
for basis and production risk (in addition to futures price risk), in general the planned 
output of  the risk-averse firm will depend on both the futures price and price expec- 
tations. The question of  how hedging affects the choice of  planned output, therefore, 
is only meaningful in the context of unbiased prices, but even in this context it turns 
out that general propositions are not possible. Some insights, however, are provided by 
Moschini and Lapan (1995) for the case of  jointly normally distributed random vari- 
ables and CARA preferences. In particular, they show that if the level of  risk aversion 
is small or if the orthogonal production risk is sufficiently small and the futures price is 
unbiased, then the availability of futures hedging induces the risk-averse firm to produce 
a larger output level. Essentially, the ability to hedge effectively changes (increases) the 
risk-adjusted price the firm perceives for its output. Similarly, it is shown that, if the 
degree of  risk aversion or the level of pure production risk is not too large and futures 
and option prices are unbiased, then the availability of  options (in addition to futures) 
also causes the firm to increase output. 

5.1.5. The value o f  hedging to farmers  

Whereas the foregoing cursory review suggests a potentially important role for futures 
and option contracts to manage farmers' risk, empirical surveys often find that use of  
such contracts by farmers is limited. 38 Many explanations for this situation have been 
offered. From a purely economic point of  view, it is clear that existing futures markets do 
not complete the set of  markets in the Arrow-Debreu sense, and thus futures are unlikely 
to provide a full hedge in a number of production situations. For example, as discussed 
earlier, consideration of  basis and other risks may substantially affect (typically reduce) 
the optimal futures hedge. Furthermore, even abstracting from basis and other risks, 
one may note that the time horizon of  existing futures is limited (i.e., the most distant 
delivery date for agricultural futures is often little beyond one year). Thus, producers 
who hedge optimally their one-period risk are still exposed to some intertemporal price 

38 A recent survey [U.S. General Accounting Office (1999)] finds that use of risk management tools by farm- 
ers is actually fairly common in the United States. In 1996, 42 percent of the United States' two million 
farmers used one or more risk management tool, and use of risk management strategies was even more fre- 
quent for larger farms. For example, among farmers with annual sales greater than $100,000, 55 percent used 
forward contracts and 32 percent engaged in hedging with futures and/or options (52 percent of these farmers 
also purchased crop insurance, a risk management tool discussed below). 
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risk even after accounting for "rollover" hedging [Gardner (1989), Lapan and Moschini 
(1996)]. 

From a more practical viewpoint, certain costs of hedging that are typically neglected 
in the analysis, such as brokerage fees, initial deposit, and the requirement to mark to 
market, may deter hedging activities. Lence (1996) argues that such costs may make 
the net benefits of hedging almost negligible and may help explain why many farmers 
do not hedge. Also, limited use of futures by farmers may, to a certain extent, result 
from mistrust and lack of proper education on the working of such instruments, an 
observation that suggests a clear scope for extension activities. But one should also 
keep in mind that the futures markets may be indirectly quite important for agricultural 
risk management even when many farmers do not use futures contracts directly. For 
example, futures may be routinely used by country elevators to hedge the risk of storing 
grain, and these elevators may in turn offer forward contracts to farmers. 

5.2. Crop insurance 

Given the susceptibility of crop yields to weather fluctuations, there is obviously a la- 
tent demand for crop insurance. Although crop insurance markets have existed for a 
long time in some parts of the world (e.g., the United States, Canada, and Sweden), 
their existence has depended crucially on government support, and these governments 
often have seen fit to subsidize or even run crop insurance markets. Unsubsidized pri- 
vate insurance markets for agricultural risks have been confined mostly to single-peril 
insurance contracts. Wright and Hewitt (1990) express the belief that private agricul- 
tural insurance markets may fail because the costs of maintaining these markets imply 
unacceptably low average payouts relative to premiums. Furthermore, they suggest that 
the perceived demand for crop insurance may be overstated because farmers can use 
diversification and savings to cushion the impact of a poor harvest on consumption. 
Although Wright and Hewitt's conjectures are solidly motivated, little has been done 
to verify the claims empirically. It seems clear, however, that unsubsidized agricultural 
insurance may not be attractive to farmers because it may be too costly. In particular, 
the costs of private insurance contracts arise, in part, from information problems that 
are inherent in these insurance contracts, and it is to these problems that we now turn. 

Almost invariably crop insurance markets that have benefited from government in- 
tervention, especially for multiple-peril contracts, have been either unexpectedly costly 
to maintain or unattractive to producers, or both. Consider, for example, the case of the 
U.S. Federal Crop Insurance Corporation (FCIC), which subsidizes insurance for U.S. 
crop growers. Below is a table of acreage participation rates and loss ratios for some of 
the major grain and oilseed crops over the ten-year period 1987 to 1996. The loss ratio 
is the ratio of indemnities to premium payments, and does not include premium subsi- 
dies. 39 When one notes that loss ratios of no more than 0.7 are deemed necessary for 

39 In addition to subsidizing premiums, the FCIC also absorbs the administrative costs. 
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Table 1 
FCIC Coverage and Payouts 1987-1996 
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U.S. acres planted Acres that are FCIC insured 
Crop (millions) (percent)* Loss ratio* 

Wheat 71.0 46.8 1.53 
Corn 73.6 38.3 1.22 
Soybeans 59.9 35.3 1.06 
Sorghum 11.4 37.9 1.37 
Barley 8.9 44.0 1.44 
Rice 2.9 29.5 2.42 

* Averages reported are the annual numbers averaged over 10 years. 
Sources: United States Department of Agriculture (1996) and Federal Crop In- 

surance Corporation (1997). 

unsubsidized insurance to be viable given the administrative costs of running it [Wright 
(1993)], it is clear that the acreage premia would have to be raised substantially for the 
program to be self-sustaining. Even so, despite heavy government involvement, the sub- 
sidized programs are insufficiently generous to attract even a majority of acres planted 
to these crops. Indeed, the reported participation rates are artificially high because in 
1989 and some subsequent years producers had to sign up to be eligible in the event of 
ad hoc relief, and in 1995 producers had to sign up in order to be eligible for very at- 
tractive target price programs. Knight and Coble (1997) provide a detailed overview of 
the multiple-peril crop insurance environment since 1980. Given that a good insurance 
policy should attract decision makers who are willing to lose money on average in order 
to have a less variable income, it is obvious that the FCIC programs have left much to 
be desired. 

Not the least of the problems that arise in crop insurance markets is the existence 
of a strong political interest in their perceived success. Although the political aspects 
of these markets are many and varied, the following provides a flavor. Just as in the 
United States, government involvement in Canadian crop insurance markets has been 
both extensive and of questionable success. One of the precursors to crop insurance in 
Canada was the 1939 (federal) Prairie Farm Assistance Act. In the words of the Minister 
of Agriculture at the time, and referring to a long-standing federal policy of encouraging 
the settlement of the Prairie provinces, the act ".. .  is intended to take care of people who 
were put on land that they should never have been put on. That is our reason for being 
in this at all, and it is our reason for paying two-thirds or three-quarters of the costs 
out of the treasury of Canada (Standing Committee on Agriculture and Colonization)". 
Sigurdson and Sin (1994) provide a description of the political history of Canadian 
crop insurance policy, and Gardner (1994) gives an overview of the United States crop 
insurance policy in relation to other agricultural policies. 

In the United States, one of the more important political aspects of crop insurance is 
the unwillingness of the federal government to ignore the pleas for monetary disaster 
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assistance when a crop failure is widespread. Given that farm-level crop failures tend to 
be strongly positively correlated, this undermines the incentive to purchase crop insur- 
ance, Disaster assistance is an example of one economic problem - moral hazard - that 
afflicts crop insurance markets. 

When considering a risk, insurance companies may observe certain parameters of the 
decision environment such as geographic location, soil type, and yield history. They 
may also observe certain actions such as input use. It is often infeasible to observe all 
relevant facts, however, and even if observable it may be impossible to write an in- 
surance contract based upon these observations. When it is impossible or excessively 
costly to write a contract based upon relevant actions, then moral hazard problems may 
arise. Similarly, when contracts based upon relevant environmental parameters are in- 
feasible, then adverse selection problems may arise. In the remainder of this section, 
we delineate the nature of the two major economic incentive problems that impede 
well-functioning crop insurance contracts, and we discuss possible remedies to these 
problems. 

5.2.I. Moral hazard 

A risk-neutral insurer who is contemplating the business of a risk-averse producer will 
seek to specify a contract payout schedule, net of premium, such that a profit is made 
on the average and also that the producer finds the contract to be sufficiently attractive 
to sign. Using a standard principal-agent model, as in Chambers (1989), let R be gross 
revenue and let I (R) be the net contract payoff schedule (premium minus payout), with 
C[I(R)] as the cost of administering that payoff schedule. Then, assuming symmet- 
ric information, i.e., that the insurer can contract upon observable input choices, the 
insurer's problem is 

Max fb  x,l(R) Ja {I(R) - C[I(R)]} d f ( R  I x) such that 

fa b U [ R -  I(R) - rx]dF(R ] x) >/~, (5.12) 

where R is supported on [a, b], g is the minimum level of expected utility that must be 
maintained to entice the producer to insure, F (R [ x) is the revenue distribution function 
conditional on the input vector x, and r is the input price vector. 

Standard analysis, due to Borch (1962), yields the requirement that I (R) satisfy the 
point-wise condition 

1 -- CI(R)[I(R)] 
g~[rr] = ~ ,  (5.13) 

where/~ is the Lagrange multiplier for the EU constraint in problem (5.12). Now, if the 
insurer's cost is invariant to the nature of the schedule, then optimality requires U~ [rr] 
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to be constant, and so for risk-averse producers I (R) must be such that R - I ( R )  - r x  

is constant. This is the classical risk-sharing result, namely that the risk-neutral insurer 
should accept all risk from the risk-averse producer. Under general conditions, this re- 
sult continues to hold if  the insurer is risk averse but contracts upon a large number of  
independent risks. 4° Because the insurer here assumes all the risk, and given the par- 
t icipation constraint, then I ( R )  = R - r x  - U -  l [g], and the optimal x is that which 
maximizes  the producer 's  expected profit. 41 

This set-up is drastically changed, and moral  hazard problems arise, when the in- 
surer contracts on a risk-averse producer whose inputs are unobservable (i.e., there is 
asymmetric  information). This is because the insurer has but one instrument, the payoff  
schedule, to address two goals. To be attractive a contract must mitigate the uncertainty 
facing insurers, but to make a profit the contract must ensure that producers do not take 
advantage of  the l imited control over insurance payoffs that arise from the insurer 's  in- 
abili ty to observe input use. The insurer 's  problem when inputs are not observable, but 
the stochastic technology F ( R  ] x )  is known, can be stated as 

Max f b Z(R) J .  { I ( R ) - -  C [ I ( R ) ] } d F ( R  Ix)  such that 

a b V [ R  -- I ( R )  - r x ] d F ( R  I x )  >1 ~, 

fb x = a rgmax U [ R  - I ( R )  - r x ] d F ( R  Ix) .  
, l a  

(5.14) 

The additional incentive compatibi l i ty  constraint ensures that the rational insurer endo- 
genizes the input consequences of  the payoff  schedule posed. For both problems (5.12) 
and (5.14), in general the participation constraint is binding and the producer achieves 
utility level g. Under moral hazard, however, it is not optimal for the risk-neutral prin- 
cipal to assume all risk. Some residual risk must be borne by the (risk-averse) producer 
and hence, to achieve a given ~, the expected payouts to the producer have to be larger 
than under symmetric information. Chambers (1989) discusses the welfare loss asso- 
ciated with the incentive constraint as well as the possibil i ty that it might cause crop 
insurance markets to fail. 

The implications of  the moral  hazard problem are not as clear-cut as intuition might  
suggest. Being relieved of  some of  the consequences of  low input use, the producer  
may reduce input intensity. On the other hand, as previously shown, if  input use is risk 

40 Unfortunately, risks across crop production units usually tend to be more systematic than idiosyncratic in 
nature. 
41 In the trivial case where inputs are tmobservable but the producer is risk neutral, this expected profit- 
maximizing result may also be achieved by setting the schedule I (R)  equal to a constant. In this way, the 
producer faces all the consequences of the actions taken. But then, of course, the insurance company serves 
no purpose and will never be able to cover any administrative costs. 
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increasing then a high-risk environment may cause the producer to use fewer inputs 
than a lower-risk environment. Thus the existence of insurance may, in mitigating risk, 
encourage input use. That is, risk sharing and moral hazard effects may oppose each 
other. 

To model econometrically the moral hazard problem, the crop producer contemplat- 
ing whether to insure may be viewed as having to make two decisions: whether or not 
to insure, and the choice of input vector. In one of the first econometric analyses of the 
effects of crop insurance, Horowitz and Lichtenberg (1993) assumed that the decision to 
insure affects input use but not the other way around. Modeling the insurance decision 
by Probit analysis and modeling input choice as a linear regression on the insurance de- 
cision, among other regressors, they studied corn production decisions in ten Corn Belt 
states and concluded that the decision to insure increased significantly the use of nitro- 
gen and pesticides. These results are somewhat surprising, so other researchers sought 
to confirm the conclusions on different data sets and using other methodologies. Smith 
and Goodwin (1996) estimated a simultaneous equations model of input use and crop in- 
surance purchases for Kansas dryland wheat farmers, and concluded that insurance and 
input decisions are likely simultaneously determined. Further, their results suggest that 
insurance reduces the use of agricultural chemicals. Estimating an input-conditioned 
beta distribution for farm-level Iowa corn production, Babcock and Hennessy (1996) 
simulated optimal input use under different types and levels of insurance for risk-averse 
producers and also concluded that insurance would likely decrease input use. Although 
more empirical investigations are warranted, it would appear that risk sharing through 
crop insurance reduces input use. 

The moral hazard problem was also studied in the West African Sahel region, which 
is at risk to drought. Following on work by Hazell (1992), among others, Sakurai and 
Reardon (1997) identified quite strong potential demand for area-level rainfall insur- 
ance. Their analysis also raises the concern that moral hazard arising from food aid 
could undermine the viability of such contracts. 

In identifying two types of risk, production risk and land value risk arising from soil 
depletion, Innes and Ardila (1994) suggest an intertemporal environmental aspect to 
the incentive problem. For fragile land, a contract tailored to insure against production 
risk may exacerbate land value deterioration, and so one might not be able to ignore 
dynamic aspects of moral hazard. This is especially true if the operator does not own 
the land. Dynamic issues also arise in work by Coble et al. (1997) who find evidence 
that input reduction by insured producers occurs mainly when a crop loss is most likely, 
thus exacerbating the magnitude of the loss. 

Moral hazard problems may not be confined to input intensity issues. If output is 
difficult to verify, then false yields may be reported. Such illegal acts raise questions 
concerning contract design, the structure of legal sanctions, and the nature of detection 
technologies. Hyde and Vercammen (1997) argue that, whereas it is difficult to motivate 
the structure of insurance contracts actually offered (i.e., the attributes of monotonicity, 
convexity, deductibility, and co-insurance) as a response to moral hazard on input use 



Ch. 2: Uncertainty, Risk Aversion, and Risk Management for Agricultural Producers 139 

alone, actual contracts can plausibly be an optimal response to moral hazard on both 
input use and yield verification together. 

5.2.2. Adverse  selection 

When, unlike the producer, the insurer is not completely informed about the nature of 
the risk being insured, then the insurer faces the problem of adverse selection. Ignoring 
input choices, let a risk-neutral insurer have categorized three production units owned 
by different operators and of equal size (say, one acre without loss of generality), A, 
B, and C, into the same risk cohort. From the information available to it, say common 
average yield (y), the insurer can observe no difference among these three acres. In 
fact, the associated yield distributions differ; suppose all acres realize two outcomes, 
each with probability 1/2, but the realizations for acre A are {y - 10, y 4- 10}, those 
for B are {y - 20, y + 20}, and those for C are {y - 30, y + 30}. With unit price, if 
the insurance payout equaled Max[y - y, 0], then the expected payouts for acres A, B, 
and C would be 5, 10, and 15, respectively. In such a case, assuming full participation, 
the actuarially fair premium for a contract covering all three risks would be 10/acre. 
However, if the acre A producer is insufficiently risk averse, then she may conclude that 
the loss ratio for acre A, at 5/10 = 1A, is too low and may not insure the acre. If the 
insurer continues to charge 10/acre when covering only acres B and C, then an average 
loss of 22V2/acre is incurred. On the other hand, if the premium is raised to 122V2/acre 
so that a loss is avoided, then acre B may not be insured. Thus, the market may unravel 
in stages. 

Avoiding adverse selection may require the successful crop insurance program to 
identify, acquire, and skillfully use data that discriminate among different risks. Al- 
though perhaps costly to implement, such data management procedures may be crucial 
because, unless rates are perceived as being acceptable, the market may collapse. The 
phenomenon of unravelling suggests that identifying a sufficiently large number of rel- 
atively homogeneous risks is a prerequisite for a successful contract. Useful discrimi- 
nators would appear to include mean yield. Skees and Reed (1986) and Just and Calvin 
(1993) have found evidence suggesting that yield variance may decrease with increased 
mean yield, and so, even if the trigger insurance yield increases with mean yield, rates 
should probably be lower for more productive acres. Goodwin (1994), studying Kansas 
crops (1981-90), finds the relationship between yield variability and mean yield to be 
tenuous and suggests that farm yield histories be used to calculate yield variability rather 
than impute variability from historical mean yield. He also concludes that other factors, 
such as enterprise size, could be informative in setting premium rates. 

The degree of homogeneity required to sustain the contract depends upon, among 
other things, the degree of risk aversion expressed by producers. The more risk averse 
the producers, the more tolerant they will be of actuarially unfair rates. In an investi- 
gation of adverse selection in contracts on corn production, Goodwin (1993) studied 
county-level data for the ninety-nine Iowa counties over the period 1985 to 1990 and 
found the elasticities of acreage insured to expected payoff to be in the range of 0.3- 
0.7. At the farm level, these elasticities may be higher. Further, he found that counties 
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where the risk of  payout is low are quite sensitive to the premium charged, so that an 
across-the-state (of Iowa) premium increase might not make corn yield insurance more 
profitable because substantial cancellations by the better risk prospects may occur. He 
concluded that the best approach to loss ratio reduction may involve fine-tuning the rate 
setting at the county or farm level. 

Adverse selection may be either spatial or temporal in nature. The problem type dis- 
cussed thus far may be categorized as being spatial in the sense that the factors differ- 
entiating risks occur at a given point in time. An alternative form of adverse selection, 
identified by Luo, Skees and Marchant (1994), may arise when attributes of  a given risk 
vary temporally. 42 Coble et al. (1996) consider the case of adverse selection in crop 
insurance contracts for Kansas dryland wheat farmers over the years 1987 to 1990. Pre- 
season rainfall was used as an indicator for intertemporal adverse selection whereby 
an unseasonably low (high) level of  rainfall occurring before contract signing would 
entice marginal risks into (out of) signing, thus increasing the loss ratio if rates do not 
reflect the implications of  the water deficit prevailing at signing. Although finding some 
evidence of  adverse selection, they did not identify any of  an intertemporal nature. 

There are, of  course, many factors other than adverse selection that determine the 
decision for, and the magnitude of, crop insurance participation. To understand adverse 
selection it is necessary to isolate its impact by accounting for other determinants of  
participation. In addition to the aforementioned research, econometric analyses of  the 
determinants of insurance participation have been conducted by Gardner and Kramer 
(1986), Just and Calvin (1990), and Smith and Baquet (1996), among others. Although 
the conclusions are somewhat mixed, an overview of  results suggests that participa- 
tion tends to increase with farm size. This may be because of  the negative correlation 
between farm size and the importance of  off-farm income, or because of  increased bor- 
rowing. Also, enterprise specialization tends to increase participation, presumably be- 
cause of  increased risk exposure. Further, and suggestive of  adverse selection, higher 
yield variability land is more likely to be insured. However, estimates by Coble et al. 
(1996) infer that this is true even if rates account for the increased riskiness. 

5.2.3. F u r t h e r  d i scuss ion  

Though conceptually distinct, the differences between the moral hazard and adverse se- 
lection problems often disappear in practice. Noting that both moral hazard and adverse 
selection are problems of  information asymmetry, Quiggin, Karagiannis and Stanton 
(1993) posed the situation in which a wheat and corn producer contemplating crop in- 
surance has one acre of  good land and one acre of  bad land. Given the decision to insure 
wheat but not corn, the planting of  wheat on poor quality land might be viewed as moral 

42 If the producer is better informed about the temporal evolution of risk, then adverse selection may occur. 
However, as discussed in [Knight and CoNe (1997)], the insurer may be just as informed about the temporal 
risk as the producer, but may be either unable o1" unwilling to adjust rates. In such a situation, the problem is 
not one of adverse selection. 
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hazard. However, given the decision to plant poor land to wheat, the decision to insure 
wheat only may be viewed as adverse selection. Thus, it should be no surprise that the 
potential remedies to each problem are similar. 

Due to the informational nature of the main barriers to successful crop insurance 
markets, the obvious solution is, where feasible, to acquire and use as much information 
as marginal cost and profit considerations allow. To improve performance by reducing 
adverse selection, the FCIC changed its approach to rate setting in 1985 to accommodate 
additional information. Subsequent contracts changed the determination of the insurable 
yield from an average of past yields observed in a locality to an average of past yields 
observed on the farm in question. Even so sensible a reform, however, may give rise to 
incentive problems. As pointed out by Vercammen and van Kooten (1994), producers 
might manipulate input use in a cyclical manner to build up insurable yield levels before 
cashing in (in a probabilistic sense) by reducing input use for a few years. 

On the other hand, area yield insurance [Halcrow (1949), Miranda (1991), Mahul 
(1999)], where indemnities are based upon the average yield of a suitably wide area 
(say, a county), eliminates the moral hazard problem and may reduce or eliminate ad- 
verse selection. In addition, just as futures markets permit hedge ratios in excess of one, 
a producer may take out an arbitrary level of area yield insurance coverage without giv- 
ing rise to concerns about increased moral hazard. Area yield insurance rates are likely 
to be lower than farm-specific rates because an area yield index will usually be less vari- 
able than yield on a given farm. However, because farm-specific risks are not insured, 
producers may continue to be subjected to some (possibly substantial) production risk. 

Revenue insurance is a recurrently popular concept because it directly addresses the 
income risk problem facing producers. A further possible advantage is that, in com- 
bining price and yield insurance, the approach may mitigate somewhat the incidence 
of moral hazard and adverse selection. Miranda and Glauber (1991), as well as Bab- 
cock and Hennessy (1996), conducted simulation analyses for U.S. crop production, 
and Turvey (1992a, 1992b) studied the costs and benefits of such a program in Canada. 
The potential for revenue insurance arises from the fact that, even together, price con- 
tingent markets (for a fixed quantity) and yield contingent markets (for a fixed price) are 
not likely to fully stabilize income. Hennessy, Babcock and Hayes (1997) have shown 
that this targeting attribute of revenue insurance means that it can increase the welfare 
impact of a given expenditure on income support relative to various alternatives of price 
and yield support. 

Compulsory insurance has often been proposed to eliminate the political need for 
continual ex-post interventions. If  adverse selection is a major problem in competitive 
insurance markets, however, then compulsory insurance is unlikely to gain the political 
support necessary for a long-term solution. More effective re-insurance on the part of 
crop insurers may facilitate the reduction of market rates, and thus reduce adverse se- 
lection, because systemic risk is pervasive in the insurance of crop risks and so pooling 
is largely ineffective for the insurer [Miranda and Glauber (1997), Duncan and My- 
ers (1997)]. Given the diminishing importance of agriculture in developed economies, 
the introduction of crop loss risks into a well-diversified portfolio of risks would re- 
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duce the high level of systematic risk in crop insurance markets, and so may reduce the 
risk premia required by crop insurers. But crop insurance differs in many ways from 
other forms of insurance, and it may prove difficult to entice reinsurers into accepting 
these contracts. If  a permanent solution exists that is politically more acceptable than a 
laissez-faire market approach, it may involve a package of reforms that is balanced to 
mitigate the incentive impacts but incurs low budgetary costs. Such a package should 
also take care not to undermine existing or potentially viable risk markets. Finally, the 
policy mix must be flexible because the technology and organization of crop production 
may undergo fundamental changes in the coming years. 

6. Conclusion 

It is abundantly clear that considerations of uncertainty and risk cannot be escaped when 
addressing most agricultural economics problems. The demands imposed on economic 
analysis are complex and wide-ranging, with issues that extend from the pure theory 
of rational behavior to the practicality of developing risk-management advice. The eco- 
nomics profession at large, and its agricultural economics subset, has responded to this 
challenge with a wealth of contributions. In this chapter we have emphasized theoretical 
and applied analyses as they pertain to production decisions at the farm level. The EU 
model provides the most common approach to characterizing rational decisions under 
risk, and it has been the framework of choice for most applied work in agricultural eco- 
nomics. Whereas our review has provided only a nutshell exposition of the framework's 
main features, the careful student will dig deeper into its axiomatic underpinning as a 
crucial step to appreciating what modeling decisions under risk means. More generally, 
we can note that a satisfactory model of decision making under risk requires assuming 
an extended notion of rationality. Agents need to know the entire distribution of risky 
variables, and need to take into account how this randomness affects the distribution 
of outcomes over alternative courses of action. Thus, the decision maker's problem is 
inherently more difficult under uncertainty than under certainty. 

Because the notion of rational behavior under risk arguably requires agents to solve a 
complex problem, it is perhaps useful to distinguish between whether models are meant 
to provide a positive theory (aiming to describe how agents actually make decisions un- 
der risk) or a normative theory (the purpose of which is to prescribe a rational course of 
action for the particular risky situation). This distinction is admittedly somewhat artifi- 
cial, and most models are suitable to either interpretation. Yet being more explicit about 
whether one's analysis is pursuing a positive or normative exercise is possibly quite 
important in applied contexts such as those covered in this chapter. Much agricultural 
risk management work is meant as a normative activity, and this may have implications 
for the choice of models. For instance, the EU model has been criticized, on positive 
grounds, for failing to describe accurately how agents actually behave under risk in 
some situations; such a critique, of course, says nothing about the suitability of the EU 
model for normative (prescriptive) purposes. 
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Models of decision making under risk bring to the forefront the fact that decisions 
will be affected in a crucial way by the agent's preferences, i.e., her attitudes towards 
risk. Consequently, it is quite important to quantify the degree of agricultural producers' 
risk aversion, and a number of studies have endeavored to do just that. The conclusions 
may be summarized as follows: within the EU framework, producers typically display 
some aversion to risk, and risk preferences probably conform to DARA. But evidence 
on the magnitude of risk aversion is less conclusive and falls short of providing useful 
parameters that are critical for normative statements (whether in terms of risk manage- 
ment advice to farmers or in terms of suggesting desirable government policies). 

Considerations of risk aversion also raise concerns about a very common attribute 
of applied studies that have a positive orientation. Namely, whereas theoretical models 
are meant for individual decision making, empirical models are often implemented with 
aggregate data. The danger of ignoring the implicit aggregation problem is obviously a 
general concern that applies to economic models of certainty as well. But the fact that 
risk attitudes play an important role in models with risk, and given that such preferences 
are inherently an individual attribute, suggests that agents' heterogeneity is bound to be 
more important when risk matters. It seems that more can and should be done to tackle 
aggregation considerations in a satisfactory manner. 

The complexities of the decision maker's problem under risk raise additional issues 
for the applied researcher. Agents' beliefs about the characteristics of uncertainty are 
obviously crucial in this context. The EU model, by relying on the notion of subjec- 
tive probabilities, neatly solves the theoretical modeling question. But the applied re- 
searcher may need to model explicitly how the agent makes probability assessments 
(i.e., to model her expectations). Whereas the rational expectation hypothesis provides 
perhaps the most ambitious answer to this question, it is informationally very demand- 
ing when (as is typically the case in risky situations) the entire distribution of the random 
variables matters. This raises the question of whether rational expectations are legiti- 
mate from a theoretical point of view, but also implies that empirical models that wish 
to implement rational expectations can be computationally quite demanding, even for 
the simplest model under risk. Indeed, many empirical models reviewed in this chap- 
ter appear somewhat oversimplified. The modus operandi seems to be to allow the- 
oretical modeling to be as sophisticated as desired but to keep empirical models as 
simple as possible. Such oversimplifications naturally beg the question of the relation- 
ship of empirical models to the theoretical constructs that are used to interpret results, 
and raise some concerns about what exactly we can learn from this body of empirical 
studies. 

Notwithstanding the remaining criticisms and concerns that one may have, the stud- 
ies surveyed in this chapter have addressed an important set of problems. Uncertainty 
and risk are essential features of many agricultural activities, and have important con- 
sequences for the agents involved and for society at large. Although welfare and policy 
considerations related to risk are discussed elsewhere in this Handbook ,  we should note 
that the economic implications of the existence of risk and uncertainty are related to 
the particular institutional setting in which agents operate. Insofar as the set of rele- 
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vant markets is not complete, then this market incompleteness has the potential of ad- 
versely affecting resource allocation, as well as resulting in less than optimal allocation 

of risk-bearing. Indeed, the incompleteness of risk markets for agricultural producers 
has often been cited as a motivation for agricultural policies in many developed coun- 
tries. But arguably neither existing markets nor government policies have solved the 
farmers' risk exposure problems. Risk continues to have the potential of adversely af- 
fecting farmers' welfare, as well as carrying implications for the long-run organization 
of agricultural production and for the structure of resource ownership in the agricultural 
sector. 
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Abstract 

The role of expectations in the empirical analysis of agricultural supply is examined 
under the assumption of separation of expectations and constraints in dynamic decision 
making. Extrapolative, adaptive, implicit, rational and quasi-rational, and futures-based 
models of expectation formation are discussed. Empirical and experimental evidence 
for and against various models of expectation is summarized. 

J E L  classi f icat ion:  Q11 
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"We decide on one particular course of action out of a number of rival courses 
because this one gives us, as an immediately present experience, the most en- 
joyment by anticipation of its outcome. Future situations and events cannot be 
experienced and therefore their degree of desirableness cannot be compared: but 
situations and events can be imagined, and the desirableness of these experiences 
which happen in the imagination can be compared. What gives imagined things a 
claim to be treated as the equivalents of future things? It is some degree of belief 
that the imagined things will take actual shape at the dates we assign to them." 
G.L.S. Shackle, 1952. 

"All production is for the purpose of ultimately satisfying a consumer. Time usu- 
ally elapses, however-  and sometimes much time - between the incurring of costs 
by the producer (with the consumer in view) and the purchase of the output by 
the ultimate consumer ...  Meanwhile the entrepreneur ... has to form the best 
expectations he can as to what the consumers will be prepared to pay when he 
is ready to supply them (directly or indirectly) after the elapse of what may be a 
lengthy period; and he has no choice but to be guided by these expectations, if he 
is to produce at all by processes which occupy t ime. . ,  the behaviour of each indi- 
vidual f i rm. . ,  will be determined by its short-term expectations... The actually 
realised results ... will only be relevant in so far as they cause a modification of 
subsequent expectations. 
John Maynard Keynes, 1936. 

1. Introduction 

We consider the role of expectations and new information in agricultural economics, 
with reference to other work on expectation formation. The chapter is presented in four 
main parts. In the opening section we describe the structure of the problem of mod- 
eling dynamic optimizing behavior under uncertainty. Central to almost all treatments 
of the subject since the work of Keynes and Hicks in the 1930s is the separation as- 
sumption, in which dynamic decision problems are modeled by separating expectation 
formation from optimizing behavior. Two examples of dynamic models of agricultural 
supply response are used to illustrate the approach. In the second part, we present the 
five principal alternative approaches for modeling expectation formation: extrapolative 
expectations, adaptive expectations, implicit expectations, rational and quasi-rational 
expectations, and futures markets. In the third part, we consider the evidence on the 
validity of these five approaches, focusing primarily on rational expectations and the 
more operational variant, quasi-rational expectations. Evidence from both indirect tests, 
such as restrictions on parameters in an econometric model, and direct tests, such as 
tests of unbiasedness and orthogonality of elicited expectations obtained from survey 
and experiments, is presented. The chapter concludes by offering directions for future 
research. 
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2. Expectations and dynamic optimization 

2.1. The structure o f  the problem 

If current decisions did not constrain future possibilities, opportunities, or costs, expec- 
tations of future events would not be relevant to these decisions. It is precisely because 
what we do today constrains what we can do tomorrow that the future is relevant to 
the present. 1 (See [Nertove (1972)].) Current events influence what we do today both 

directly and indirectly; directly, because present circumstances affect the desirability or 
profitability of actions now; indirectly, because events in the present influence our ex- 

pectations of the future. These two effects may be quite different. What is the relation 
between dynamic optimization under uncertainty with respect to future opportunities 
and constraints and how economic agents form their expectations of the future and 
make decisions and plans? 2 

Hicks (1946) found a solution to the problem of formulating a dynamic theory of the 

firm under certainty by dating all variables and applying static theory to the expanded 
set of variables and constraints, although, in the end, he was clearly not happy with 

this solution [Hicks (1977)]. The Hicksian solution essentially converts the dynamic 
decision-making problem into a static problem. It fails to reveal the dynamic structure 
of decisions and constraints and to deal explicitly with uncertainty, the costs of infor- 
mation, or the costs of formulating plans and decisions. In principle, we know how to 

set the problem up as a dynamic programming problem under uncertainty, in which 
conditional distributions of future unknown exogenous variables are estimated by us- 
ing all available information up to the present [Nerlove (1972)]. The problem of costly 
information is more difficult to incorporate since its value is usually not known until it 

is acquired, but this problem can be resolved within a Bayesian framework. (See, inter 

alia, [Horvath and Nerlove (1996), Kiefer (1988-89)].) In such a "theoretically correct" 
formulation, decisions and expectations are not separable; the explanation of behavior 
proceeds directly from assumptions about agents' priors and the dynamic constraints of 
their optimization problem to the decisions they take now and in the future in response 
to future events. 3 

1 This is also true with respect to future events over which we have no control, such as events after one's 
death. The imminent end of the world, if known, would certainly change behavior today because constraints 
current behavior would impose on future options would no longer hold after the end of the world. In this 
sense, the future matters because of the constraints it would impose on current behavior if there were a future. 
2 The problem of what constitutes rational behavior in a dynamic context is not so simple; see [McClennen 
(1990)] for a careful analysis from a philosopher's point of view. Nor is it a trivial matter to make the concepts 
of information and uncertainty precise. There is a very extensive literature in economics on these matters 
which has been artfully summarized and integrated in [Hn'shleifer and Riley (1992)]. 
3 Notwithstanding, Mundiak (1966, 1967) has suggested that a dynamic theory should be formulated in a 
manner which takes explicit account of the restrictions implied by the Hicksian extension of static theory. 
This is an extreme form of the separation assumption, to which we would not subscribe. As Treadway (1967) 
has shown, the propositions of usual comparative static theory do not generally hold in a dynamic context. But 
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The theoretically correct formulation of the problem of dynamic decision making un- 
der uncertainty does not lend itself to empirical application, nor has it generally been 
adopted in studies of agricultural supply or other topics investigated by agricultural 
economists and, more generally, in empirical studies of expectations and plans (see 
[Nerlove (1983)], and the references cited therein). Instead, a separation between ex- 
pectations and decisions is made and the effects of changing expectations on behavior 
is analyzed. "The Hicksian model of dynamic planning under certainty is the basis for 
a more empirically relevant framework for the analysis of plans and expectations . . . .  
The Hicksian assumption of certainty means that information about the future value of 
a variable is single valued and costless. We continue to regard expectations and plans 
as single valued but recognize that the economic agent knows that they may turn out to 
be wrong. As of a particular date, information about the future can be acquired only at 
a cost, albeit a cost which decreases for a particular future date as that date draws near. 
Planning and decision making are themselves costly activities. Therefore only what is 
necessary to plan will be planned, only decisions which cannot be postponed will be 
made, and only the information about the future necessary to those plans and decisions 
and only to the accuracy warranted by the cost of error will be gathered. Plans will 
not always be fulfilled, single-valued expectations will often turn out to be wrong, and 
both will be continually revised" [Nerlove (1983, p. 1252)]. We refer to the assump- 
tion that dynamic decision problems can be analyzed in terms of expectations and the 
impact of expectations on decisions as the separation assumption. It is clearly only an 
approximation, albeit an empirically and theoretically useful one. 

Even when the separation assumption is adopted, there is another serious nroblem 
which models of expectation formation and dynamic behavior share with most other 
models on which econometric analyses are based: they typically assume a representative 
economic agent whose optimizing decisions are the basis for the analysis. Not only 
does such an assumption raise the question so ably and concisely discussed by Kirman 
(1992), but another branch of the literature has emphasized the role of heterogeneity 

this does not mean that separation of expectations and optimizing behavior is impossible within the context 
of an appropriately formulated dynamic model [Nerlove (1972)]. 
The econometric modeling of dynamic decision making processes has recently enjoyed a resurgence of inter- 
est; see, for example Kapteyn, Kiefer, and Rust (1995), especially the paper by Miranda and Schnitkey (1995). 
It is, however, not clear to us whether such econometric "fine-tuning" is really desirable, notwithstanding 
Nerlove (1972) and more recently Nerlove and Fornari (1997). Carrying forward the research of more than 
two decades, Hildenbrand (1994), for example, shows that the specification of behavioral relationships at the 
individual level does not play a dominant role in determining the sort of relationship commonly estimated 
econometrically. He argues, in the context of cross-section expenditure studies, that certain invariant features 
of the distribution of household characteristics and attributes are much more important in determining the 
relationships of interest, and that these can be derived without any need to specify a precise model of micro- 
economic behavior. We believe that Hildenbrand's conclusions are valid generally and beyond the context of 
econometric analysis of household expenditure surveys. Many restrictions imposed by microeconomic theory, 
whether static or dynamic, are of very limited value in improving econometric estimation. Other aspects of 
the data-generating process are much more important. To attempt to fine-tune the econometrics by imposing 
such restrictions can lead to results which may be highly misleading. 
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of expectations in the determination of  aggregate outcomes [Nerlove (1983), Frydman 
and Phelps (1983)]. Such heterogeneity is inconsistent with the representative agent 
assumption. 4 

2.2. Examples of  the separation of  expectations and constraints in dynamic 
decision making 

The device of  separation of  expectations from plans and decisions and the utility of  
such separation in both theory and empirical analysis may be illustrated by two models 
of  agricultural supply: The first of  these examples is the well-known model  of  agricul- 
tural supply response developed by Nerlove (1956a, 1956b, 1958c) for corn, cotton, and 
wheat in the U.S. The second is a more elaborate model  of  small ruminant production 
and supply in Indonesia developed by Nerlove and Soedjana (1996). 5 The importance 
of  the second example is to show that a comparative static analysis is possible in models 
involving both dynamic optimization and uncertainty, even though the process of  expec- 
tation formation is not specified, as long as the separation assumption is maintained. 
The representative agent assumption is also common to these examples. 

2.2.1. The Nerlove supply model 6 

Stripped to its essentials, this model  for an annual crop consists of  three equations: 

At - A t - I  = v ( A  t - A t - l ) ,  

P ?  - P?-I  = ~ ( ~ - i  - e , * - l ) ,  

A t = a 0  + a l P *  +a2Zt  + Ut, 

(1) 
(2) 
(3) 

where At is actual area under cultivation in t; Pt, actual price of  the crop per unit in t; 
A t ,  "desired" or equilibrium area to be under cultivation in t; P , ,  "expected normal" 
price in t for subsequent future periods; Zt, other observed, presumably exogenous, 
factors; Ut, unobserved, "latent" factors affecting area under cultivation in t; and/3 and 
~, are "coefficients of  expectation and adjustment", reflecting the responses of  expecta- 
tions to observed prices and observed areas under cultivation to changes in equilibrium 
areas. 

4 See also the discussion of heterogeneity in the determination of aggregate outcomes in the preceding 
footnote. 
5 The interesting study of Miranda and Schnitkey (1995) does not employ this separation. They assume that 
the two relevant stochastic variables, revenue less variable cost of milk and the market price of a heifer less 
the slaughter value of a replace cow, follow a first-order vector autoregression (VAR), known to the dairy 
farmer, the parameters of which are to be estimated along with the rest of their model. However, such a model 
could be interpreted in terms of rational or quasi-rational expectations under the separation assumption; see 
below, Section 3.4. 
6 This discussion is taken from [Nerlove (1979)]. 
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The statistical problems of estimating a model such as (1)-(3), particularly of iden- 
tifying relevant observed exogenous variables, not subject to expectational lags, and 
problems due to serially correlated disturbances, are well known. In addition, the use 
of area cultivated, one input in the production process to represent planned output, the 
problem of choosing the relevant price or prices, and other issues of specification, such 
as the inclusion of expected yields, weather conditions, and price and yield variances to 
take account of elements of risk, have been widely discussed in the literature (see, for 
example, inter alia [Just (1974), Askari and Cummings (1976, 1977)]). 

The Nerlove supply response model incorporates dynamic elements in two differ- 
ent ways: First, a distinction is made between a long-run equilibrium position, toward 
which producers are assumed to be moving, and their current position. The former is 
determined on the basis of a static theory of optimization, in this case the standard mi- 
croeconomic theory of the firm and the assumption that the exogenous variables of the 
problem, in this case mainly prices, are given once and for all. Nerlove (1972, p. 225) 
called this the assumption of static, or stationary, expectations. The important point is 
that whatever these expectations are and however they are formed, the concept of a 
long-run equilibrium solution to the optimization problem is well defined only if it can 
be assumed that the values of the exogenous variables expected in the future are un- 
changing; it does not matter if the constant future value of each variable differs from 
its current value, as indeed it plausibly will. Having a well-defined notion of a long-run 
equilibrium position then permits us to examine the question of why producers are cur- 
rently at a position different from that equilibrium. At this point the discussion usually 
becomes vague; one can argue in various ways (Nerlove, 1972, pp. 228-231), but per- 
haps the most common approach is through the introduction of adjustment costs. Rarely, 
however, are models explicitly introducing these costs formulated or the rationale for 
such costs carefully examined. 7 

The dynamic element in the basic supply response models is introduced at this point 
without a formal theory by the simple ad hoc assumption that in each period, if we are 
dealing with discrete time, a fraction of the difference between the current position and 
the long-run equilibrium is eliminated, i.e., Equation (1) above. 

The second way in which dynamic elements are incorporated in the basic supply 
response model is through a description of expectation formation, e.g., the adaptive ex- 
pectations generated by Equation (2), in which expected "normal" prices are revised 
each period in proportion to the difference between last period's observed price and 
the previous expectation. Above, we argued that static, or stationary, expectations are 
necessary to make the concept of a long-run equilibrium meaningful; the adaptive ex- 
pectations model does not violate this principle, since it is not solely next period's price 
to which Pt* refers but "normal" price, i.e., an average price expected to prevail in all fu- 
ture periods. Nerlove (1956a, 1956b, 1958c) makes the argument that farmers rationally 

7 The literature up to about 1970 is surveyed, and two models of investment behavior incorporating both sep- 
arable and non-separable adjustment costs are discussed, in [Nerlove (1972, pp. 231-241)]; see also [Nerlove 
et al. (1979 and 1995, pp. 317-320)]. 
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should respond, not to the best forecast they can make of next period's price, but rather 
to some average or "normal" level; the argument rests intuitively on the idea that there 
are costs of adjustment. However, virtually any plausible model one can construct, with 
costs of rapid adjustment of, say, a durable factor of production, will generally involve 
response to prices in many future periods, although the weights which attach to the more 
distant future will usually be less than to the near future. Moreover, unless the optimiza- 
tion problem has a specific form, it will generally be non-optimal to behave as if one 
were responding to a point estimate of each future value. When the optimization prob- 
lem is of this specific form, however, we say that there exist certainty equivalents to the 
uncertain future values of the variables to which response is occurring [Theil (1957), 
Malinvaud (1969)]. Such certainty equivalents are the conditional expectations of the 
variables to which they refer; they are minimum-mean-square-error forecasts based on 
the information available up to the time the forecast is made and taking into account the 
structure of the system generating the data. Muth (1961) has termed such forecasts "ra- 
tional expectations". We will discuss rational expectations models of agricultural supply 
at some length below. 

2.2.2. A model of  small ruminant production and supply 

The dynamics of annual crop supply are particularly simple; their very simplicity may 
obscure the relation between expectations and dynamic optimizing behavior. Better ex- 
amples of greater dynamic complexity may be found in the study of perennial crops, 
such as rubber, coffee, cocoa, palm oil or asparagus, or of livestock. The following 
model shows that a comparative static analysis is possible in models involving both dy- 
namic optimization and uncertainty, even though the process of  expectation formation 
is not specified, as long as the separation assumption is maintained. Nonetheless, it also 
illustrates the importance of expectations in determining dynamic optimizing behavior. 

Small ruminant production and supply presents an ideal case to illustrate the points 
made above, being neither too simple nor, because of the short gestation and maturation 
period of the animals, as complex as cattle and many perennial crops. The following 
development is based on Nerlove and Soedjana (1996), hereinafter N&S, whose pri- 
mary purpose is to elucidate the role which small ruminants play as a store of value 
in the context of traditional Indonesian society. In their paper, details of which are not 
elsewhere published, they make considerable use of neoclassical monetary theory, an 
aspect of the analysis which we neglect here. Small ruminants in general are referred to 
as "sheep". 

N&S assume that sheep live for two periods. In the first period, they are gestating or 
prepubescent. In the second period, all the time that they remain in the herd, they repro- 
duce at a rate oe > 1. At the end of the first period, which is the same as the beginning 
of the second period, some are sold and do not survive to reproduce. Let 

St = the stock of sheep at the beginning of period t; 

st+l = sales at the end of period t or the beginning of period t + 1. 
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Then, the stock at the beginning of period t + 1 is 

St+l = oe[St - st+l]. (4) 

Let 

C(S) = the costs of maintaining a herd of size S for one period; 

Pt = the price per sheep sold expected in period t; 

P0 = the actual price in the current period, t = 0, at the end of which so sheep are 

sold. 

Assume that these expectations are held with certainty, or alternatively, that the structure 
of the problem is such as to admit of certainty equivalents. Let So be the initial herd 
size. The costs of maintaining this herd during the first period are sunk costs and must 
be borne out of revenues generated previously. Current gross revenue at the end of 
the initial period is posl, but the costs of maintaining the herd in the following period 
C(S1) must be paid from these revenues, so that net revenue in the current period is 
Ro = posl - C(SI). In general, 

Rt  = p t s t + l  - C ( S t + l ) ,  t -~ 0, 1 . . . . .  (5 )  

Along the lines of neoclassical monetary theory, N&S assume that the utility func- 
tion of the representative farmer is additively separable over time and a homothetically 
weakly separable function of the stock of sheep and current revenue (which can be taken 
as a Hicks-composite commodity if the prices of real commodities consumed by the 
farmer are assumed not to change). That is, we assume that the farmer's consumption 
decisions are determined by maximizing a "branch" utility function in real commodities 
given the revenues realized from the sale of sheep at the beginning of each period. Thus, 
the utility of the farmer in each period is given by 

(6) 

Given the additive temporal separability of total utility, as is well known [Barro (1974), 
Barro and Becker (1989), Nerlove and Raut (1997)], total utility can be expressed as 

t=0 

where 0 </3 < 1. (7) 

In a perfectly functioning capital market,/3 would equal the rate of interest at which 
the farmer could borrow, but in the absence of such a market, as we assume here,/3 
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expresses the farmer's rate of  time discount. Assume that the farmer has an infinite 
horizon as if he expected to live forever. 

Assume that ~o is chosen so that Ul (where the subscript denotes a derivative with 
respect to the argument in question) is normalized to 1, i.e., ~0~Ul = 1, and that U2 ~> 0 
and U22 ~< 0 and that the farmer maximizes TU by choosing the sequence of herd sizes 
$t, $2 . . . . .  given the initial herd size So. 

Maximizing TU with respect to the sequence St, t = 1 . . . . .  oc, given So, is now in 
the form solved by Stokey and Lucas (1989, pp. 68-84), who show that it is equivalent 
to maximizing 

u[e(Ro), s~] + ~v(S~,  p~, m . . . .  ) (8) 

with respect to $1, where 

Ro= Po[So- S~I ] -C(SI) 

and where v is the maximized value of  TU in the next period given the value $1 of  
the initial stock in that period, chosen in the initial period, and price expectations in all 
future periods. 

The first-order condition for this problem, recalling that U1 is normalized to 1, is 

po C' + U2 + fly'  = 0. (9) 
O~ 

Define 

u ( s i )  = ~v' + u2, 

which is the value of  a sheep saved in the current period in terms of  future breeding 
capacity, and therefore addition to future revenues and utility plus the utility of  having 
her in stock next period as a store of value. Rearranging terms, we have 

~#(S~)-po=~C. (10) 

Equation (10) is quite intuitive. It says that at an optimum of the producer, the marginal 
cost of  maintaining an animal in the herd next period must be equal to the value of  a 
sheep saved minus the opportunity cost of  not selling her. The coefficient a > 1 multi- 
plies both # and C f to account for the fact that a sheep saved today will become c~ sheep 
tomorrow. 

The left-hand side of  (1 O) is proportional to marginal cost. Average cost may decline 
initially for very small herd sizes because of  certain fixed costs such as barns, but must 
rise after a certain size of  herd (rather small in semi-subsistence Indonesian agriculture), 
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Figure 1. Relationship of the optimal stock of livestock to prices and costs. 

and, at some point, begin to rise steeply because of the labor and other resource con- 

straints which the farmer faces. The behavior of the right-hand side is more problematic: 
U22 ~< 0, so that the second term of/~ must be declining with Sl, but if expected future 
prices of sheep are rising fast enough, v t may not decline with $1, even if marginal 
future costs of increasing herd size are rising rapidly. N&S assume that this is not the 
case. 8 This provides the first illustration of the power of the separation assumption. 

The solution is graphically depicted in Figure 1. 

It is apparent both from Equation (10) and the figure that an increase in the current 
price of sheep, expectations of future prices unchanged, will lead, ceteris paribus, to a 
decline in the herd size next period, and thus to an increase in sales. But if an increase in 
the current price is accompanied by an increase in expectations of future prices, causing 

a rise in/z  sufficient to offset the increase in Po, the current supply of sheep to the market 
may actually decline. (Of course, this is true irrespective of whether the stock of sheep 
enters the utility function directly.) 

8 This corresponds to the well-known transversality condition, which is generally assumed in dynamic opti- 
mization problems (see [Stokey and Lucas (1989, p. 98)]. If this condition does not hold and if expectations 
of rapidly rising future prices are not offset by rapidly rising costs of future herd size,/x may rise with S1, in 
which case an equilibrium of the producer would still exist in the rising part of the aC I curve, but not in the 
region of increasing returns to herd size in which o~C I is falling. 
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The rationale for such perverse supply response to price, in general, was cogently 
argued by Jarvis (1986) and Rosen (1986); Jarvis '  empirical  verification for Argen- 
tine beef  cattle relied on ad hoc assumptions about expectation formation; Nerlove and 
Fornari  (1997) provide evidence for the UIS. beef  cattle industry of  a positive response 
to current price holding expectations of  future prices constant, but a negative response 
to increases in expected future prices holding current prices constant, using a rational 
expectations model  of  price expectation formation. The N&S result, as is the case with 
Rosen's  result, is free of  any significant restriction on the nature of  expectation forma- 
tion. If  the ce/x - P0 curve cuts the ~ C  I curve in the segment of  the latter that is rising 
extremely rapidly, we would expect to observe hardly any supply response either to 
current price or to expected future prices. 9 

As the foregoing model  illustrates, it is unnecessary to make any specific assumption 
about the formation of  expectations to derive useful results concerning the role of  ex- 
pectations in the determination of  dynamic optimizing behavior. Nonetheless, in order 
to study such behavior econometrically, it is necessary to specify a model  of  the way in 
which expectations are formed. To this we now turn. 

3. Alternative models of  expectation formation 1° 

In this section we examine the leading models of expectation formation used in empir- 
ical time series analysis of  agricultural supply and in other areas of  applied economics.  
The justification for considering models of  expectation formation in the context of  a 
model  of  economic (optimizing) behavior rests in large part on the separation assump- 
tion discussed above, to which must be added the assumptions that (1) group behavior 
can be adequately explained by treating it as the behavior of  a single representative and 
hypothetical decision maker  (the representative agent assumption); and (2) the repre- 
sentative decision maker behaves as if  responding to single-valued certainty equivalents 
(the certainty equivalent assumption). The expectations, to which economic agents are 
assumed to respond, are both subjective and aggregative. They are not necessarily, or 
even generally, directly observable. The problem in empirical  analysis discussed in this 

9 Many other results follow from this model. For example, N&S deduce the effects of improved access 
to financial institutions: Changes in the effectiveness with which local financial institutions serve the semi- 
subsistence Indonesian farmer will, in the first instance, primarily affect U2, the direct marginal utility of 
holding an additional sheep in the herd. Less directly, changes in U2 will also affect/z, the value of future 
maximized net revenues from sheep raising. If U2 is set to zero v ~, the future value of having a sheep in 
the herd will fall even if expectations of future prices and costs are unchanged; the term U2 in/z will be 
eliminated entirely. Consequently, the entire curve c~/z - P0 will shift downwards relative to the c~C t curve. 
Unless, before the assumed change the curves crossed in the very nearly vertical portion of the aC t curve and 
still cross there, the optimal herd size will be reduced by better access to financial institutions. This situation 
is depicted in Figure 1 by the vertical portion of the ceC I curve. 
10 This section is adapted from [Nerlove (1958c, Chapter 2), Nerlove (1961), and Nerlove and Fornari 
(1997)]. 
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section is to construct a hypothesis which relates these expectations to observable vari- 
ables. In this section we will consider five types of  models or approaches to the study of  
expectation formation within the context of  a simple model of  supply response: (a) Ex- 
trapolative; (b) Adaptive; (c) Implicit; (d) Rational and Quasi-Rational; and (e) Futures 
Market Based. In the next section, we consider research when data related to expecta- 
tions are more directly observable, for example from surveys or experiments. One can 
argue that futures prices, when available, are intermediate between direct and indirect 
observation of expectations.11 

3.1. Extrapolative 

The classical approach in agricultural supply analysis (at least prior to [Nerlove (1956a, 
1956b)] was to suppose that expectational variables could be directly identified with 
some past actual value of the variable to which the expectation refers. For example, 
the supply of  an agricultural commodity at a future time depends on its price expected 
at that time. It might be assumed that this expectation is the current value of  price, 
so that supply is simply related to lagged price. An extension of  this approach, due to 
[Goodwin (1947)], is to suppose that expected price in period t is actual price in t - 1 
plus (or minus) a fraction of the change in price from period t - 2 to t - 1 : 

p[ = pt-1 + ot(p~_i - p t -2) ,  (11) 

where p [  is the price expected in period t. Muth (1961) calls the expectations generated 
by (11) "extrapolative". 

3.2. Adaptive 

The origins of adaptive expectations are somewhat obscure. Nerlove (1956a) attributes 
the idea to Phillip Cagan in his 1956 Ph.D. dissertation on hyper-inflations; but later 
(1956b, 1958c) says that the idea is essentially Hicks'.  Milton Friedman claims he got 
the idea from Bill Phillips of  Phillips Curve fame. After an exhaustive look at empirical 
studies of  expectations that existed before 1956, here's what Nerlove (1958c, pp. 50-53) 
writes: 

. . .  the main results of  the . . .  studies examined indicate that there is widespread 
underestimation of actual changes and that forecasters could generally do a better 
job at predicting the levels of  actual outcomes if they used some simple mechani- 
cal device such as a projection of  the current value of  the variable to be predicted. 
The question immediately arises as to whether entrepreneurs are really trying to 
forecast a particular value of  an economic variable, or whether, as suggested above 

11 However, for storable commodities, cash prices also reflect the same information, so that a futures price is 
no more and no less an expectation than the current price. 
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they try to forecast the "normal" level of future values of the variable. As indicated 
above, entrepreneurs' response to a change which they consider only temporary 
may be very limited. True, entrepreneurs could make greater profits the more ac- 
curate their knowledge of the future; but these profits might not be much greater 
than those they might make if they altered their plans only in response to changes 
in the expected level of future values of the economic variable under considera- 
tion . . . .  Hence, any model of expectation formation should take account of the 
fact that these expectations probably do not refer to the immediate and temporary 
future. 
We may take ...  a concept of the normal as a starting point in our development 
of a model of expectation formation. The discussion at this point may most easily 
be couched in terms of prices and price expectations. If more specific information 
is not available, it seems reasonable to assume that the "normal" price expected 
for some future date depends in some way on what prices have been in the past. 
Expectations of "normal" price are, of course, shaped by a multitude of influ- 
ences, so that a representation of expected price as a function of past prices may 
merely be a convenient way to summarize the effects of these many and diverse 
influences . . . .  
How should we use past prices to represent expected "normal" price? Each past 
price represents only a very short-run market phenomenon, an equilibrium of 
those forces present in the market at the time . . . .  We observe, however, that en- 
trepreneurs' expectations, if taken as forecasts of the immediate future, predict the 
levels of actual outcomes in the immediate future less well than would a simple 
naive model forecast of no change. This fact suggests that entrepreneurs do not 
regard any particular past price or actual outcome as overwhelmingly indicative 
of long-run normal conditions. If they did their expectations might do better when 
considered as forecasts. 

Continuing, Nerlove relates the idea to Hicks' definition of the elasticity of expecta- 
tions: 

Hicks may very well have had this notion in mind when he defined "the elasticity 
of a particular person's expectations of the price of a commodity x as the ratio 
of the proportional rise in expected future prices of x to the proportional rise in 
its current price" (1946, p. 205). Hicks, it will be remembered, distinguished two 
limiting cases: an elasticity of zero, implying no effect of a change in current price 
upon expected future prices; and an elasticity of one implying that if prices were 
previously expected to remain constant, i.e., were at their long-run equilibrium 
level, they will now be expected to remain constant at the level of current price. 
By allowing for a range of elasticities between the two extremes, Hicks implicitly 
recognized that a particular past price or outcome may have something, but not 
everything, to do with people's notion of the "normal". 

And then the key concept of expected normal price: 
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Past values of prices, then, affect people's notions of the "normal" level of prices; 
individual past prices do not exert their influence equally, however: more recent 
prices are a partial result of forces expected to continue to operate in the future; 
the more recent the price, the more it is likely to express the operation of forces 
relevant to "normal" price. An obvious extension of this point of view would 
be the representation of people's notion of "normal" price by a weighted moving 
average of past prices in which the weights decline as one goes back in time. Using 
Hicks' concept of an elasticity of expectation we can go beyond this formulation; 
indeed, we can derive it. 
Hicks' definition of the elasticity of expectation implies that prices have actually 
been "normal" up until the time when some change occurred. But, of course, we 
know that conditions are seldom if ever "normal" in the real world; and "normal- 
ity" itself is a subjective matter. Let Pt* stand for people's expectation at time t 
of long-run "normal" price, and let Pt stand for actual price. Hicks' notion may 
then be expressed by saying that Pt* is last period's expected "normal" price plus 
some factor depending on the elasticity of expectation and last year's actual price. 
We will go further than this and say that the adjustment factor is proportional to 
the difference between actual and expected "normal" price. Intuitively this seems 
quite reasonable. Mathematically we may write 

Pt=P[_I+fi[Pt-I--P[_1I, O < f l ~ < l ,  (12) 

where/3 is a constant. If/3 were equal to zero, it is clear that actual prices would 
have no effect whatsoever on expected "normal" price. On the other hand, if/~ 
were equal to one, expected "normal" price would be equal to last year's actual 
price. The case of/3 = 1 thus corresponds to the type of forecasts generated by 
the naive model discussed above. In what follows we call 13 the coefficient of 
expectation [to distinguish it from an elasticity]. The hypothesis proposed may 
be stated in words: each period people revise their notion of "normal" price in 
proportion to the difference between the then current price and their previous idea 
of "normal" price. 

At this point, Nerlove (1958c, p. 54) shows that the adaptive expectation hypothesis 
implies a representation of"expected normal price" as a weighted average of past prices 
with weights which decline geometrically as one goes back in time: 

t 

Pf  = H(1 - / ~ ) '  + ~ / 3 ( 1  - ~)t-)~P)~_l, (13) 

; .=0 

where H is a constant the value of which depends upon the initial conditions. Let 
us assume that an equilibrium situation existed at and prior to time t = 0. Let us 
further assume, without essential loss of generality, that all prices are expressed 
as deviations from the equilibrium price existing at time t = 0. Then/4  may be 
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taken to be equal to zero and (13) becomes 

t 

Pt* = ~ f l(1 -- ~ ) t - ~  P~_ 1 . 

~.=0 

We have thus expressed people's notion of  the normal price as a weighted average 
of  past prices. The weights of  past prices are functions of/~ and they decline as 
one goes back in time, since/~ is between zero and one. 

Because expected normal prices at t = 0 and before are not observable, the geomet- 
rically weighted average can represent only an approximation valid for t = 0 in the 
distant past. And, in practice, because annual agricultural prices can be obtained only 
for short periods, Nerlove (1956a; 1956b, Chapter 8) proposed to approximate these 
expectations in terms of  farmers' past observed behavior: In effect, if last year's supply 
depends on last year's expectation of  normal price, then last year's supply can be used 
as a "stand-in" for the unobserved variable. 12 

3.3. Impl ic i t  expectat ions 

In a remarkable dissertation [Mills (1955)], which was later largely incorporated in 
[Mills (1962)], Mills develops the idea of  what he calls implici t  expectations.  Here is 
what he later wrote (1962, pp. 37-39): 

The approach. . ,  starts with a recognition that an expectation, in addition to being 
a function of  observable variables, is also the decision maker's estimate or predic- 
tion of  a variable. As with any other estimate, an expectation has certain statistical 
properties which, in principle, are discoverable. This is perfectly obvious. What 
appears to be an innovation is the argument that, on certain assumptions about 
the statistical properties of  the estimate, the economist can estimate both the be- 
havior relation and the expectation itself in an indirect or implicit way . . . .  the 
expectational error [is defined] by 

x = x e q - u .  

In words, u is the decision maker's error in predicting x. Substituting [x e in the 
behavioral relation to be inferred, Y (xe) ]: 

y = Y ( x  e) = Y ( x  - u) 

12 Eckstein (1985) presents a model of agricultural supply which, under the assumptions made, is observa- 
tionally equivalent to the Nerlove supply model with adaptive expectations. Further details are given below in 
connection with our discussion of rational and quasi rational expectations, Section 3.4. 
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a relation of the error in the variable type, since the observed variable x differs 

from the true variable x e by an error of observation u. Virtually all that is known 
about statistical properties of estimates of such relations is concerned with the 
case in which the Y function is linear . . . .  further discussion will be restricted to 
the case in which the decision rule is linear in x e, that is, 

y = Y ( x  e) = ~ + y x  e. 

Then, . . .  we obtain 

y = e t a  + g x  - y u  = ~  + g x  - e, 

where e = - y u .  Now [this equation] is a standard statistical specification of a 
linear structural equation connecting the observable variables y and x, and on 

certain assumptions concerning the statistical properties of standard least squares 
techniques will yield good estimates of a and g. 13 Assume for the moment  that 

these properties . . .  are present and that we have least squares estimates a and c 
of a and g from a sample of observations of x and y. We then obtain an estimate 

of y from the regression equation, 

~ = a + c x ,  

[where a and c are supposed to be the OLS estimates of ~ and y]. This estimate 
is subject to a regression error e defined by 

e = y  - ~  

the difference between the observed and predicted values of y. Now the regression 
error is an estimate of the true residual e: 

e = este + e s t ( - g u ) .  

Therefore, 

e / c = e s t ( - u ) - - - - - f i .  

From this we obtain an estimate ~e of x e 

~ e = x , e / c = x _ ~ = ( y _ a ) / c .  

13 Note by MN and DB: The problem is that the standard assumptions cannot hold because u is correlated 
with the observed value o fx  by definition. This problem is resolved by "rational" expectations, discussed in 
the next subsection. 
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We refer to ~e as the implici t  expectation. The basic idea behind this calculation is 
very simple. The implicit  expectations approach makes possible an estimate of  the 
behavior equation without first obtaining an estimate of  the independent variable 
x e. Once the behavior equation has been estimated, however, the inverse function 
provides an estimate of the expectation as a function of the observed decision. We 
refer to .~e as the implicit  expectation since it is an estimate of  the value such that, 
if  this were the true expectation, it would lead to the behavior actually observed. 

The bottom line is that implicit  expectations amounts to substitution of  the observed 
future value of  a variable, the expectations to which economic agents are assumed to 
react, by its actual value. The approach runs aground because the expectational errors, 
which now comprise part of  the disturbance in the relation to be estimated, are, by their 
very definition, correlated with those same observed variables. This problem is resolved 
by the rational expectations hypothesis,  in which the expectational variable is assumed 
to be the conditional expectation of  the future value of  the variable conditional on all 
the information available up to the point at which the expectation is formed. 

3.4. Rat ional  expectations and quasi-rational expectations 

Since the introduction by Muth (1961), the rational expectations hypothesis (REH) has 
occupied a central posit ion in discussions of what ought to be done that is however 
incommensurate with its l imited application in econometric practice. It is difficult to 
disagree with the basic tenet of  REH that economic agents make purposeful and effi- 
cient use of  information, just  as they do of other scarce resources, in optimizing their 
decisions. I4 Yet in actual implementation,  the general form of  the REH is replaced by 
the implication that anticipated future values of  relevant variables are equal to their ex- 

pectations conditional on all past data and the model  itself, which describes the behavior 
based on those expectations. (Hereinafter, we refer to this form of the REH exclusively.) 
There are many reasons why this form of the REH may fail: (1) The objective functions 
being maximized  by agents are not quadratic subject to linear stochastic constraints. 
(2) Agents  are learning about both the processes generating exogenous variables and/or 
about the model  characterizing their behavior in aggregate (see [Horvath and Nerlove 
(1996)]). (3) The econometrician may fail to specify the behavioral  model, especially 

14 A devastating indictment of self-fulfilling expectations, the theoretical form of rational expectations, from 
a strictly theoretical point of view is given in a recent paper by Grandmont (1998). Essentially Grandmont 
argues that the informational requirements of RE lead to the defense that they are the convergent outcome 
of a fast learning process. In turn, such an argument requires us to consider the question of stability. His 
analysis shows that when expectations matter a lot and agents are uncertain about the local dynamics of the 
system of which they are a part, learning generates locally unstable equilibria. That is, RE are incompatible 
with stability of equilibrium! Since econometric analysis generally presupposes that we observe a sequence 
of attained equilibria, such instability implies that such observations do not exist. Needless to say, we ignore 
this point in the remainder of this chapter, but it is something to ponder. 



Ch. 3: Expectations, Information and Dynamics 173 

its dynamics, and/or the information available to agents correctly. (For an extensive and 
general discussion of  the limits of  RE, see [Pesaran (1987)].) 

Quasi-rational expectations (QRE) are a form of rational expectations obtained by 
neglecting some of  the restrictions implied by the REH. 15 Because of  their close re- 
lation, we deal with both RE and QRE in the present section. Treating them together, 
rather than RE first and then QRE, makes for a briefer exposition. 

To illustrate the ideas involved, consider a model with a single structural equation 
relating one endogenous variable, Yt, to one exogenous variable, z[+ 1, with a random 
white noise disturbance, wt: 

Yt a q- * t o t ,  = bz t+  1 + (14) 

wt i.i.d. WN(0, 2 crw). Suppose that zt follows a simple ARMA model, say AR(1), for 
simplicity: 

zt = oezt-i + vt, (15) 

where the vt are i.i.d. WN(0, ~rv 2) independently of  wt. Then if observations on past 
values of  Yt and zt are the only information available at t, the RE are 

z~+l = E(zt ] ~ t )  ---- otzt, (16) 

where £2t is the relevant information set, consisting of  past observations on Yt and zt  

and other variables, which are, however, according to this model, irrelevant. Thus one 
2 and ~r 2 jointly: should estimate a, b, ~, ~r w, 

Yt = a + botzt + wt ,  (17) 
Zt = 0/Zt-1 -~- Vt, 

subject to the constraint bol/ol = b and cov(wt, vt) = 0. The resulting estimate & pro- 
vides the basis for calculating the RE zt*+l from ~zt. The QRE are obtained by estimat- 
ing the second equation of  (17) and then in the second stage substituting the calculated 
values of  Zf+l as 2t+~ from this estimated equation. Since wt and vt are assumed to be 
independent there is no failure of  consistency. Moreover, the QRE are not less efficient, 
because (17) is a recursive system. In a general QRE model we would not restrict zt 

to be AR(1), and this would lead only to a loss of  efficiency if the model were really 
correctly specified, not to inconsistent estimates. 

15 Nerlove (1967) contains essentially the idea behind quasi-rational expectations, which are further devel- 
oped in [Carvalho (1972)]. 
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Next, let 
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Assume the following model: 

Demand: qt = f l lPt  + Vizir + ult; (18) 

Supply: qt = f l 2P t  q- Y2Z2t -~- U2t; (19) 

Expectations: Pt  = E(p t  I I2t_l)  = Pt + wt; (20) 

Exogenous variables: z~t = ~YlZlt-1 q- Vlt, Z2t = Ol2Z2t I q- V2t. (21) 

To obtain the fully rational expectations (FRE) estimates, equate supply and demand, 
replace P t  by E(pt  I S-2t-l), and solve for 

p* -- Y ~  E(z l t  l S2t-1) Y2 E(z2t l S2t-1). (20') t 
82 - ~l 82 - ~l 

Substitute in (19) and replace E(z i t  I ~ Q t - l )  by olizit_l: 

fl2Yl~X1 f12Y20L2 
qt = 82 - f l ~ Z l t - 1  fi2 - f i l  Z 2 t - 1  q- Y2z2t q- u2t. ( 2 2 )  

Estimate (18), (21), and (22) by FIML, taking into account all the cross-equation restric- 
tions resulting from the fact that the coefficients in these equations are combinations of  
a smaller number of  underlying parameters. The FRE of Pt, given information up to 
t - 1, may be calculated from 

p? 91& f'2~2 
= ,c -,, Z l t - I  ^ Z2t - l ,  (23) 

& - ~l 82 -/~1 

where the "hatted" values are the FIML estimates. 

qt = quantity demanded = quantity supplied; 

Pt = market price; 

Pt = price expected to prevail in t on the basis of  information in t - 1 when 

production decisions are made; 

zl t  = exogenous variable, e.g., income; 

z2t = exogenous variable, e.g., weather; 

/,tit, u2t,/)it, 132t = latent disturbances, white noise, possibly contemporaneously 

correlated with each other; 

wt = latent disturbances, not necessarily white noise, but current value of which 

is not correlated with any variable in S-2t_ l. 
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To obtain the strict QRE estimates of (18) and (19) we would simply replace p? by 
E(pt I Pt-~, Pt-2 . . . .  ), as calculated from the best-fitting ARIMA model. If this seems 
excessively simple, various intermediate possibilities are open as we shall see. How can 
one justify QRE in this case? The system (18)-(21) determines current values of qt, Pt, 
p~[, Z l t ,  and z2t as linear combinations of their own past values and of u l t ,  u 2 t ,  to t ,  V l t ,  

vet, and their past values. For example, the result for p t ,  where L is the lag operator, 
can be written 

( 1  - -  ~ I L ) ( 1  - -  o t 2 L ) p t  

(1 -- ~2L)y l  Vlt (1 -- oIIL)V2vZt Ult 
: - + (1 - cqL)(1 - o I z L ) -  

82 -- 81 82 -- 81 82 -- 81 

U2t 82tot 
-- ( 1 - - ~ I L ) ( I - - o t z L ) 8  z - i l l  ( l - o / 1 L ) ( 1 - 0 / 2 L ) 8 2  (24) 

There is a similar equation for each of the other variables. If  the latent variable w t  were 
uncorrelated with u l t ,  u 2 t ,  V l t ,  and v z t ,  Equation (24) and each of the corresponding 
equations for the other variables, including the unobserved variable p[ ,  would be a 
classical unobserved-components (UC) model [Nerlove (1967), Nerlove et al. (1979)], 
which has a canonical form that is an ARMA or ARIMA model. The UC formulation 
places additional within-equation restrictions on the coefficients which appear in each. 
The REH assures us that w t  is uncorrelated with any past values of ul, u2, vl, and v2, 
but in general it is not so with respect to contemporaneous values. This means that these 
UC representations contain additional parameters reflecting these correlations. While 
these additional parameters generally result in a failure of identification for the usual 
univariate UC model, they do not do so in this multivariate context because of the strong 
cross-equation restrictions implied by the REH. 

Writing the canonical forms of (24) and the equations corresponding to it for q t ,  z~ t ,  

and z z t ,  we arrive at the VARIMA model, which Sargent (1981) has suggested might 
be an appropriate basis for estimation, suitably restricted, for the FRE model (18)-(21). 
If one really did want to obtain the FIML estimates of the FRE model, however, it 
would be better to work within the framework of the structural equations themselves. 
We would estimate (18), (19), and 

Yl~l y2ot2 
p t  = p~[ - w t  - - -  z l t - I  + z2 t  I - w t ,  (25) 

82 - 81 fi2 - 81 

subject to all cross-equation restrictions, assuming Vlt and 1)2t to be contemporaneously 
uncorrelated with u2 t  and w t ,  but allowing the latter pair to be correlated. 

An alternative approach to the application of rational expectations models of agricul- 
tural supply is developed in Eckstein (1985). Building on earlier work of Muth (1960), 
in which conditions for the optimality of adaptive expectations were derived (general- 
ized in [Nerlove (1967)], Sargent and Wallace (1973) and Sargent (1976a, 1976b), who 
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present models in which adaptive and rational expectations models are observationally 
equivalent, Eckstein presents a dynamic rational expectations agricultural supply model 
which leads to an acreage response equation identical to the one formulated in [Nerlove 
(1956a, 1956b, 1958c)]. His model ". . .  explicitly specifies the market conditions and 
costs of production for a given crop. The dynamic supply equation is derived fl'om the 
farmer optimization problem and the equilibrium movements of the commodity price, 
production, and land allocation . . . .  It is shown that this simple rational expectations 
equilibrium model, which considers dynamic constraints on land allocations through 
the cost function, can justify the Nerlovian supply equation . . . .  Further, the two models 
have the same reduced-form equations such that they are observationally equivalent" 
[Eckstein (1985, p. 204)]. Of course, as might be expected, the assumptions and model 
specification required to arrive at this conclusion are stringent and specific: (1) pro- 
duction is proportional to acreage with an additive economy-wide shock; (2) cost of 
production per acre is a linear function of initial and harvest-time costs, and current 
and lagged acreage; (3) aggregate demand for the crop is a function of its price (at har- 
vest) and income, which is assumed to evolve over time in accordance to a stationary 
second-order autoregressive process; and (4) the market for the crop clears. Changing 
the assumptions to yield a more realistic supply model would result in one not observa- 
tionally equivalent - which might not be a bad thing. 

3.5. Futures price based models of expectation formation 

Rational expectations models are based on the idea that all information up to the mo- 
ment at which the expectation is formed is used in the process. In practice, only ob- 
servations on the past values of variables, either exogenous or endogenous entering 
the model, are used. A likely candidate for other information, however, in models of 
agricultural supply, is provided by the futures price, if one exists, for the commodi- 
ties in question. The problem is that, in the case of storable commodities, it is ar- 
guable that futures prices contain no information about the aggregate of market ex- 
pectations other than the current spot price. Writing in 1947, Johnson put the matter as 
follows: 

In commodities in which stocks are held in important volume ... the cash price 
is a futures price to the same extent as the price in the futures market. Because 
of the existence of stocks (except for a situation noted below), the present price 
is a consequence of a combination of forces representing the present value of the 
product and anticipations relative to prospective values. If anticipations are that 
the price of the product will be higher six months hence, this will be reflected in 
both cash and futures prices, since the commodity can be stored and held forward. 
...  In one case it might be assumed that the futures market represents a better 
estimate of the future prices than the cash market. This case occurs when there 
are no stocks, other than working stocks to be carried from one production period 
to the next. In such a case the cash price could go above the futures price for the 
future closing after the new harvest. Even here the difference is less marked than it 
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might be supposed because of the length of the production process in utilizing the 
product and the necessity of holding stocks for this purpose . . . .  For the reasons 
given above, the variation in the cash prices of the storable commodities from 
year to year, in most cases, represents the whole bundle of anticipations that goes 
to make the market. . .  ([Johnson (1947, p. 83)], italics added) 

This is essentially the position for storable commodities articulated earlier by Work- 
ing (1942): 

For the most part, relations between futures prices, or between spot and futures 
prices, indicate merely the market appraisal of price changes that are likely to 
occur in consequence of activated marginal net cost of carrying the commodity, 
these marginal net costs being potentially either positive or negative. 

But this was not the universally accepted view prior to Working. Working quotes a 1924 
report from the Federal Trade Commission to make the point: 

... there is no definite commercial connection between the two prices [spot and 
future] tending to hold them together, but instead merely a comparison of the 
present with a future of which the surrounding and determining conditions are 
not so related to the present conditions that merchants in general have objective 
data on the basis of which to calculate a connection between them. The future 
price set becomes a matter of prediction in a sense involving guesswork instead 
of commercial calculation of probabilities. [Working (1942, p. 40)] 

Tomek and Gray (1970) reiterate Working's position: 

The element of expectations is imparted to the whole temporal constellation of 
price quotations, and the futures prices reflect essentially no prophecy that is not 
reflected in the cash price and is in that sense already fulfilled. [Tomek and Gray 
(1970, p. 373)] 

Thus there are strong theoretical reasons to suppose that, empirically, futures prices 
should offer little improvement over the use of current cash prices in the case of storable 
commodities. Such markets, moreover, frequently fail to exist, particularly in the case 
of nonstorable commodities. In such cases, even when they do exist they generally de- 
pend on a variety of factors extraneous to producers' behavior. (See [Williams (1986)], 
especially Chapter 5.) 

Notwithstanding these arguments, there is a theoretical literature suggesting that fu- 
tures prices should be an essential driving variable in understanding agricultural supply. 
Holthausen (1979) and Feder, Just, and Schmitz (1980) show that a producer's utility- 
maximizing planting decision will equate marginal cost with the futures price for har- 
vest time delivery, even if his own subjective price expectation differs from the futures 
price. 

The empirical evidence regarding the efficacy of including futures prices in empirical 
analyses of agricultural supply is summarized in the next section. 
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4. Empirical studies of expectation formation 

In this part of the chapter we deal with the evidence for or against various theories of ex- 
pectation formation. Our emphasis, almost exclusive in the section on indirect evidence, 
is on the rational expectations hypothesis and its more operational variant, quasi-rational 
expectations. There are two reasons for such emphasis: First, since the publication of 
Muth's paper in 1961, the REH has virtually "swept the field". Except for a few ex- 
perimental studies, most empirical investigations attempt to test or to exploit the REH. 
Second, as one colleague put it, "what's the alternative?" There is no generally theoreti- 
cally acceptable hypothesis other than the REH on which one can base the expectational 
part of an aggregative behavioral model. 

4.1.  D i r e c t  v e r s u s  i n d i r e c t  t e s t s  

Indirect tests of expectations, through restrictions on parameters from an econometric 
model, will necessarily be joint tests of both the expectation process used by agents and 
the underlying economic theory. Rejection of rational expectations, for example, when 
tested within the confines of a model, is a joint test of the underlying behavioral theory 
and the agent's use of that theory in forming his expectations on future endogenous 
variables. Pesaran (1987) summarizes this point: 

In the absence of direct observations on expectations, empirical analysis of the ex- 
pectations formation process can be carried out only indirectly, and conditional on 
the behaviourial model which embodies the expectational variables. This means 
that conclusions concerning the expectations formation process will not be invari- 
ant to the choice of the underlying behavioral model ...  Only when direct obser- 
vations on expectations are available is it possible to satisfactorily compare and 
contrast alternative models of expectations formation. [Pesaran (1987, p. 207)] 

Direct study of the expectations of individual agents elicits the response from critics 
that such study is assumption testing and not consistent with the positive economics 
precepts of Friedman (1953). One might argue, as well, that direct study of expectations 
is not consistent with Muth's original purposes: 

The only real test [of the REH], however, is whether theories involving rationality 
explain observed phenomena any better than alternative theories. [Muth (1961, 
p. 330)] 

While this last statement clearly puts Muth (1961) in Friedman's instrumentalist camp, 
his more recent work suggests that he has broken camp and moved on to direct testing; 
see [Muth (1985)]. 

One might counter such objections to direct testing in several ways: 
The difference between an assumption and a theorem is arbitrary. In mathematics it 

is largely a matter of esthetics which is which. In economics, the distinction is based 
on other considerations, but still basically a matter of esthetics: The central paradigm 
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consists of a number of assumptions on maximizing behavior and equilibrium. The 
theorems are the result of adding other assumptions to this core. But evidence is evi- 
dence where'er we find it. The hierarchical structure of assumptions in economics and 
our reluctance to modify the core leads to the wrong-headed idea that one can't test 
assumptions at all. 

A better argument is as follows: Indirect tests are clearly joint tests, so if we reject a 
particular hypothesis it is not clear whether we are rejecting the underlying behavioral 
theory or the expectational hypothesis in question. Agents may well form expectations 
rationally or some other specified way, but in an explicit test may misrepresent their 
behavior in response to those expectations. Direct observations on agent's expectations 
may allow us to break the joint hypothesis into two parts, one dealing with the formation 
of expectations, the other with consequent behavior. 

Below, we summarize direct tests of expectational hypotheses. Here we continue with 
a brief summary of the indirect evidence, primarily related to testing models of rational 
or quasi-rational expectations. 

4.2. Indirect t e s t s  16 

In this section, we will focus on indirect testing of rational expectations (RE) and quasi- 
rational expectations (QRE) models of expectation formation. 

There are several complementary approaches for testing RE and QRE models which 
have been widely discussed in the literature. These may be grouped into four categories: 
(a) Minimalist or general tests for whether elements of dynamic structure originate in the 
process of expectation formation. Such tests depend crucially on the correctness of the 
nonexpectational dynamics. (b) Tests based on solving the model for its so-called "final 
form" and checking whether the restrictions implied by various models of expectation 
formation, including RE, are satisfied. Such tests are difficult to carry out in multivariate 
cases involving more than one expectational variable. We know of only two instances, 
both univariate. (c) Tests of RE based on the restrictions imposed on the structural form 
of the model. Finally, in (d), we consider direct tests based on comparing observations 
of reported expectations with subsequent realizations, either from survey data or from 
experimental data. 

4.2.1. Minimalist tests 

The idea of a "minimalist" test is simple: Generally, a model of dynamic decision mak- 
ing under uncertainty will give rise to several related behavioral relationships. If  we 
specify a model of expectation formation independently of the behavior optimized, such 
expectations will depend on observed information, frequently lagged values of variables 
appearing in the model. Inserting the expectations in an equation thus gives rise to a 

16 This section draws on [Nerlove and Fornari (1997)]. 
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distributed lag (DL) relationship, or expectational distributed lag (EDL). One minimal 
characteristic shared by all models involving distributed lags of an expectational na- 
ture (EDL) is that the variables subject to EDL enter all related behavioral equations 
with exactly the same DL distribution [Nerlove (1958b)]. If  they do not, we would be 
led to reject expectations as a source of the lagged behavior. In [Nerlove (1958a)], this 
criterion was the basis for a test of  Fr iedman's  permanent income hypothesis (PIH) 
against the alternative of  DL due to habit  persistence in a system of consumer demand 
functions. The PIH was rejected in this case. Closer to home, Orazem and Miranowski  
(1986) deal with acreage allocation decisions of Iowa farmers, 1952-77, for four crops 
- corn, soybeans, hay, and oats - accounting for all but a minute portion of  harvested 
acres in Iowa, and clearly reject EDL. If  EDL is rejected, indirect tests of  any model  
of  expectation formation cannot be carried out in the context of the behavioral  model; 
thus, EDLs are almost always assumed. 

4.2.2. Tests based on 'final form"  VAR or VARMA models 

Hansen and Sargent (1981) clearly state the need for multivariate RE models to test the 
restrictions imposed across behavioral equations, as well as between behavioral  equa- 
tions and the stochastic processes generating the exogenous variables of the model. 
Multivariate RE models  can generally be reduced, at least approximately, to multivari- 
ate vector autoregression (VAR) or vector autoregressive moving average (VARMA) 
models  embodying very large numbers of  restrictions of  an extremely complicated sort. 
In an earlier paper, Hansen and Sargent (1980) suggest basing a test of REH on the 
restricted vs. the unrestricted VAR. In his study of land allocation in Egypt  between 
cotton and wheat, Eckstein (1984) formulates the problem as a univariate one and tests 
the implied restrictions, but we know of  no similar attempts in a multivariate context. 
The reason is not only the complexity of  the restrictions resulting from the REH but also 
the failure of  identification when the underlying dynamic structure is not pinned down 
rather precisely (Wallis). Therefore Nerlove (1972), Nerlove, et al. (1979), and Sargent 
(1981), among others, stress the need for explicit  dynamic optimizing models to lay the 
basis for specifying which anticipated future values matter, and what other leads and 
lags are involved in the structural behavioral  relationships to be estimated. 17 

4.2.3. Tests in a structural context 

It is easier to impose a priori structural restrictions in structural than reduced-form es- 
timation. Restrictions which are relatively simple and transparent in structural terms 

17 Despairing of being able to do this satisfactorily led Sargent and Sims (1977) to recommend the use of 
unrestricted VAR models to check consistency with several possible structural models. The model of beef cat- 
tle supply formulated in [Nerlove and Fornari (1997)] is based on an explicit model of dynamic optimization 
which does permit very precise specification of the future values entering each of several behavioral relation- 
ships as well as of the other lags involved, and thus, in principle, leads to a satisfactory test of the REH. The 
problem of complex restriction in the VARMA form leads the authors to formulate a partial test in a structural 
context. 
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are extremely complex in terms of the final form equations (approximating VAR or 
VARMA). Wallis (1980), Hans en and Sargent (1981), and Fair and Taylor (1983, 1990), 
among others, clearly recognize the need for structural specification and estimation in 
this context, but only Eckstein (1984) and Goodwin and Sheffrin (1982), the latter only 
partially, seem to have carried it out, and then only in a univariate context. The results 
are inconclusive. The problem is that even in the case of univariate structure, restrictions 
across the behavioral equation and the stochastic equations generating the exogenous 
variables, anticipated future values of which affect behavior, are extremely difficult to 
impose, and, indeed, we would argue, highly problematic in any case, due to the dif- 
ficulty of correctly specifying the structure of the processes generating these variables 
(see [Nerlove et al. (1979, pp. 201-290)], for general methods of specifying appropriate 
univariate and multivariate time-series models). QRE circumvents this difficulty by sep- 
arating the stochastic relations generating the exogenous variables from the structural 
behavioral relationships, thus permitting cross-behavioral restrictions to be taken into 
account more easily, and minimizing contamination due to errors in specifying that part 
of the model determining the exogenous variables, albeit at the cost of full efficiency. 
But full efficiency is predicated on correct specification and, for this reason, is rarely 
a high priority in econometric practice. Nerlove and Fornari (1997) carry out such a 
test. Some of the structural restrictions are accepted, some not; the results are again 
inconclusive. 

4.2.4. Futures-based models of expectation formation 

In a pioneering paper, Gardner (1976) suggests using futures prices for all expectations 
in agricultural markets. Gardner presents evidence that "Futures prices can be valuable 
as an adjunct to and as a vehicle for evaluating lagged-price, lagged dependent variable 
models". 

Gardner (1976, p. 81) writes: 

.. .  an alternative approach to estimating supply elasticity ... [is] to exploit the 
theoretically well-grounded hypothesis that the price of a futures contract for next 
year's crop reflects the market's estimate of next year's cash prices. Since the 
appropriate price for supply analysis is the price expected by producers at the 
time when production decisions are being made, a futures price at this time is 
a good candidate for a directly observable measure of product price in supply 
analysis. 
In the context of crop supply, there are several problems to be faced in the use of 
futures prices. First, "the market's" estimate as given by a futures price reflects 
the expectations of nonfarm speculators as well as crop producers, and it reflects 
directly the expectations only of those crop producers who themselves make fu- 
tures transactions. Second, there is the issue of which futures contract is most 
appropriate. Third, at what date should the futures price be observed? 
With respect to the first issue, the use of a futures price can be justified by the 
hypothesis of rational expectations as developed by John Muth. Under rational 
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expectations, there is no reason for farmers to have different price expectations 
from futures speculators, nor for farmers who make no futures transactions to 
have expectations different from those who do. If the price expectations of those 
out of the futures market differ from the futures price, there is great incentive for 
them to enter. Thus, those out of the market likely have price expectations similar 
to the market price of futures. 
The second issue should cause no serious problem so long as the futures contract 
pertains to the new crop. Of course, even old-crop cash prices are influenced by 
expectations concerning the new crop. But the cash-futures basis changes from 
year to year and secularly as the cost of storage (which includes interest) changes. 
The present analysis uses the first futures price after the crop is in. 
The third problem is most difficult because it is not clear exactly when the pro- 
duction decision is made. There may not be any preharvest date at which a farmer 
can be said to have made irrevocably his decision about planned output. Even after 
the crop is planted, planned output can be revised and actions taken accordingly 
in fertilization, pest control, and other practices, such as plowing under a crop 
or using it for forage. However, the main production decisions are the choices 
of acreage and techniques to follow in planting. This suggests taking as the ex- 
pected price the futures price in the period immediately preceding the planting 
season. 

The evidence supporting Gardner's suggestion is mixed. Eales et al. (1990) study 
price expectations for Illinois corn and soybeans market participants (farmers and grain 
merchandisers). Surveys of individuals are aggregated into groups. The mean response 
of the groups shows no significant difference from the nearby futures price; whereas 
some difference was noted in price variance. Tronstad and McNeil (1989) show that 
sow farrowing response models using futures price as the expected price compare fa- 
vorably with similar response models using cash prices. Just and Rausser (1981) provide 
evidence that futures markets offer superior forecasts of subsequent cash prices when 
compared to forecasts from large-scale econometric models for several U.S. crops (their 
results on cattle prices, however, offer much weaker, if not conflicting, evidence on the 
superiority of futures prices relative to the large-scale model's forecasts). 

Other evidence conflicts with Gardner's suggestion [Leuthold (1974), Martin and 
Garcia (1981), Goodwin and Sheffrin (1982)]. Chavas et al. (1983) offer an interesting 
discussion of their results on corn and soybean acreage supply response, which is not 
unlike the suggestion offered earlier by Working (1942), Johnson (1947), and Tomek 
and Gray (1970) (see the discussion above): " . . .  as argued by Gardner, the futures price 
appears to be a good substitute for the cash price lagged one year in supply analysis. 
This is the case for corn and soybeans because the two prices are highly correlated and 
appear to reflect similar market information. As a result, using both futures and cash 
prices in supply equations may lead to multicollinearity problems, while deleting one 
of the two appears to make little difference in estimates of supply elasticities" [Chavas 
et al. (1983, p. 32)]. 
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Antonovitz and Green (1990) study supply response for fed beef, focusing on naive 
expectations, ARIMA-type expectations, futures price expectations, and fully rational 
price expectations. They summarize their results: " . . .  empirical evidence does not sup- 
port any one model in particular, suggesting that expectations are heterogeneous rather 
than homogeneous" [Antonovitz and Green (1990, p. 473)]. They conclude with the 
interesting note, based on root-mean-squared error (rmse) measures on fit models: "the 
highest value (ofrmse) was observed for the rational expectations model perhaps adding 
additional evidence to reject the hypothesis that expectations are formed rationally" 
[Antonovitz and Green (1990, p. 485)]. 

The question of how good an indicator the futures price is of the future cash price 
was addressed for live cattle (a nonstorable commodity) in [Leuthold (1974)]. There he 
finds that for distant contracts, "The cash price is a more accurate indicator of future 
cash price conditions than is the futures price". He concludes, "The producer who looks 
at the futures prices routinely to establish a feeding margin so that he can decide whether 
or not to purchase and feed cattle may receive false signals and be misled into a costly 
decision, either a money loss or foregone profits" [Leuthold (1974, p. 276)]. 

Covey and Bessler (1995) consider the question of predictability of cash prices using 
the information in current and past futures prices as a problem of cointegration.J 8 They 
find that daily cash and futures prices for a storable commodity, corn, are cointegrated; 
however, this long-run relation does not offer any out-of-sample forecast improvement 
relative to that contained in past cash corn prices, a result which agrees with Working's 
conclusion (1942). On the other hand, they find no cointegrating relation between cash 
and futures prices for live cattle prices. Further, short-run forecasts (on data not used 
to test for cointegration) of cash prices of cattle are improved by conditioning on past 
futures prices of cattle - suggesting that there is (short-run) information relevant to 
future cash prices in the current futures price, which is not in the current cash price. 

There have been several studies contrasting the forecasting ability of the futures mar- 
ket relative to a publicly available alternative forecast. Just and Rausser (1981) find that 
forecasts of cash prices made by several commercial forecasting companies were gener- 
ally not superior, in a mean squared error sense, to corresponding futures market prices. 
Futures on soybean meal and oil are superior forecasts of subsequent cash prices rel- 
ative to the econometric forecasts, indicating that the futures market did capture some 
information which was not captured by 1970s-style econometrics. However, this gen- 
eral superiority (of futures market forecasts) does not extend to forecasts of livestock 
prices: "some of the econometric forecasts seem to be preferable for livestock com- 
modities . . . "  [Just and Rausser (1981, p. 207)]. Martin and Garcia (1981, p. 214) find 
". . .  the performance of the cattle and hog futures as a rational price formation agency is 
suspect," a result which supports the finding of Bessler and Brandt (1992), who find that 

18 Two variables are said to be cointegrated if  they each have one or more unit roots (stochastic trend) and 

if  one can find a linear combination of the two which has fewer unit roots (e.g., each has one unit root, and 
the regression of one on the other has residuals which are stationary). It is usual to interpret such a result in 

causal terms. See [Stock and Watson (1988) and Hamilton (1994)]. 
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a commodity expert is root mean squared error superior in forecasting cash cattle prices 
relative to live cattle futures prices, over a fifteen year period - this forecaster's ad- 
vantage being reduced forecast error variance, with no advantage found due to reduced 
bias. 

The evidence from futures markets is mixed, but two points emerge. First, futures 
on livestock prices (apparently) do not capture important long-run information for sub- 
sequent cash prices. This finding is supported by empirical studies using econometric 
models [Just and Rausser (1981), Covey and Bessler (1995)] and by studies of expert 
opinion [Bessler and Brandt (1992)] and of actual lagged cash prices [Leuthold (1974), 
Martin and Garcia (1981)]. Second, while futures on storable commodities are able to 
outperform econometric models, it is not clear that they can outperform optimal uni- 
variate ARMA or ARIMA model predictors of cash price. Working's initial thoughts 
on the subject and Johnson's summary appear not to have been seriously challenged by 
subsequent analysis. The econometric results of Just and Ransser may be more a criti- 
cism of i970s-style econometrics on data characterized by unit roots than an empirical 
endorsement of futures markets as forecasts of subsequent cash prices, and is indeed 
supported by some [Covey and Bessler (1995)]. Of course, these results also suggest 
the possible superiority of futures prices over poorly specified commodity models. 

Gardner's results remain to be explained. He finds that supply response models on 
two storable commodities using futures market prices as proxies for expectations per- 
form as well as a lagged price expectations models. One argument is that subjects do in- 
deed look at the current cash market and make planting decisions based on that variable 
(as suggested by Schultz and Brownlee (1941-42); see our discussion below); however, 
Gardner may have misrepresented such expectations by using the average price from the 
previous year to represent the most recent cash price. This explanation is not inconsis- 
tent with the position taken by Working (1942), Johnson (1947), and Tomek and Gray 
(1970), and is supported by the empirical result of Covey and Bessler (1995) - that no 
long-run forecast information, in addition to that contained in current cash price, is in 
the current futures price. The lagged average price over the previous year may not have 
been optimal, and the futures market (April or May quote for January delivery) may 
be closer than the lagged average price to an optimal statistical predictor, which farm- 
ers may have been using. Of course, the difficulty in assessing expectations indirectly 
makes all explanations tentative. 

4.3. Tests based on direct observation 

4.3.1. What can we learn by asking people what they expect? 

Below we summarize attempts to study agents' expectations by directly observing them. 
These works have been both experimental and nonexperimental or observational, for 
example in surveys or informal interview studies, where no experimental control is im- 
posed in the collection of the data. Here, we offer a brief discussion on the question of 
what one can hope to learn by asking people what they expect. 
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Merely asking a person what he expects a variable to be at some future date has met 
with considerable skepticism from both decision theorists and psychologists. Savage is 
an early critic of direct interrogation: 

Attempts to define the relative probability of a pair of events in terms of the an- 
swers people give to direct interrogation has justifiably met with antipathy from 
most statistical theorists. In the first place, many doubt that the concept "more 
probable to me than" is an intuitive one, open to no ambiguity and yet admitting 
no further analysis. Even if the concept were so completely intuitive, which might 
justify direct interrogation as a subject worthy of some psychological study, what 
could such interrogation have to do with the behavior of a person in the face of 
uncertainty, except of course for his verbal behavior under interrogation? If the 
state of the mind in question is not capable of manifesting itself in some sort of 
extra verbal behavior, it is extraneous to our main interest. [Savage (1954, p. 27)] 

Evidence supporting criticism of direct interrogation (interrogation without explicit 
motivation) comes from the work of the experimental psychologists, Siegel and Gold- 
stein (1959). They hypothesized that observed behavior of participants in an experiment 
in which no financial incentives were provided, which was inconsistent with assump- 
tions of an underlying theory, may have been due to boredom or game-playing by the 
experimental subjects. Further, such boredom might be overcome by providing subjects 
financial rewards, which were directly related to the "goodness" of their responses in ex- 
perimental tests of an underlying theory. Their experiments show differences between 
subjects' responses who received financial rewards relative to subjects' who received 
none. The former are closer than the latter to the a priori predicted response. Davis and 
Holt (1993) summarize their assessment of the Siegel-Goldstein experiment: 

What we may conclude from this experiment is that financial incentives can some- 
times eliminate subtle and unintended biases. For this reason, the payment of 
financial incentives is a critical element in the administration of economics exper- 
iments. [Davis and Holt (1993, pp. 88-89)] 

Just how one provides an incentive has been a subject of considerable study. One 
doesn't want the incentive mechanism itself to induce strategic behavior to mask or mis- 
represent a subject's beliefs. Scoring rules are measures of goodness used to encourage 
the assessor to be honest in reporting his true beliefs. Since these beliefs exist solely 
in the assessor's mind, there is no way to determine whether or not this requirement is 
satisfied. However, by rewarding or penalizing the assessor according to certain scoring 
rules, one can encourage an assessor to make his stated beliefs correspond to his true 
beliefs. Scoring rules have been developed for elicitation of probabilistic beliefs and as 
such provide a natural application to testing rational expectations. In Muth's words, ".. .  
the subjective probabilities of the agent are distributed around the objective probability 
of the data". 

Consider a task where an individual must make a probability assessment Jr1= 
(rl, r2 . . . . .  r~)] for an event E which consists of n mutually exclusive and collectively 
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exhaust ive ou tcomes  E l ,  E2 . . . . .  En. The  quadrat ic  rule, Q ( d ,  r ) ,  is defined as 

Q ( d ,  r)  = 1 - (ri - d i )  2 , 

I=1 

where  d j  = 1 i f  event  E j  occurs,  and zero if  not. Q ( d ,  r)  encourages  the assessor to 

set r (his revea led  bel iefs)  equal  to his true probabi l i t ies  (p).  So that i f  a r isk-neutral  

assessor is rewarded according to a quadrat ic  rule, his or  her  opt imal  response is to set r 

(his or  her  vec tor  o f  stated or  revea led  bel iefs  on events 1 through n)  equal  to p (his or  

her  true bel iefs  on ou tcomes  1 through n). As  the range o f  the quadrat ic  rule, as g iven  

above,  is [ - 1 ,  + 1 ]  and one m a y  not  wish to entertain negat ive  payoffs ,  the quadrat ic  

rule is used in the fo rm 

[ n ] 
Q ( d , r ) *  = 1 - ( 1 / 2 ) E ( r  i - di)  2 

1=1 

which  has the range [0, 1]. The  quadrat ic  rule has been  appl ied in weather  forecast-  

ing, where  it is labeled the "Br ie r  score"  (see [Murphy and Winkler  (1970), and Brier  

(1950)]).  De  Finett i  has suggested the quadrat ic  rule as a mot iva t ional  dev ice  for testing 

responses  in educat ional  p sycho logy  [de Finett i  (1965)]. 19 

One  immedia t e  consequence  o f  the scoring rule l i terature is that rewards should be  

des igned  relat ive to the utili ty funct ion of  the individual  subject. This  point  is g iven  

19 Other proper scoring rules exist, some of which are reviewed in Murphy and WinNer (1970). Perhaps the 
most interesting of these is the logarithmic (log) role, defined as 

Fa l1 L ( d , r ) =  In dir i , 
L \1=1 / ..] 

where d and r are defined as above and In is the natural logarithmic operation. Shuford, Albert, and Massengill 
(1966) show that the log scoring rule is the only proper scoring rule which gives payoffs just in terms of the 
stated probability of the event which actually occurs (notice that the quadratic rule defines payoffs in terms of 
probabilities assessed to both the event which obtains as well as all other events). 
The log rule presents analysts with an interesting "problem" as its range is [-ec,  1]. When the assessed 
response is rj = 0 and dj = 1, the negative infinity reward is difficult to work with in applied settings. 
Following Shuford, Albert, and Massengill (1966, p. 137), a truncated log scoring rule is 

l + l n r  k, 0.01<rk~<l, 
L(rk 'dk )=  --1, 0 ~< rk ~< 0.01. 

Bessler and Moore (1979) suggest a version of L(rk), where all payoffs are positive. Of course truncation 
will potentially induce responses for which r f # y ,  especially in the neighborhood of truncation. Shuford 
et al. (1966) study the effects of truncation and conclude, "... for extreme values of Pi, some information 
about [the subject's] degree-of-belief is lost, but from the point of view of applications, the loss of accuracy 
is insignificant" (1966, p. 137). 
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consideration in [Murphy and Winkler (1970) and Holt (1986)]. They suggest the direct 

elicitation of each subject's utility function and design of a scoring rule (motivational 
device) which yields optimal responses for that particular utility function, z° 

In a more pragmatic vein, Nelson and Bessler (1989), following work first reported in 
[Nelson (1987)], pre-screen individuals for linear utility (in the range of rewards offered 

in subsequent probability elicitation experiments). This "pre-screening" allows them to 
use the familiar quadratic rule (discussed above), but requires them to drop nearly 60 
percent of their original subject pool, as the dropped subjects exhibited significant non- 
linear utility. They provide an empirical test of the quadratic scoring rule when used in 

comparison to a linear rule: H(rk,  dk) = aOrkdk; where dk = 1 if event k obtains, and 
zero otherwise. The rule defined by H is improper and should induce subjects not to re- 
veal probabilities r '  = pl. In fact, the optimal response, for a risk-neutral subject facing 

H,  is to find a corner point solution, which disguises the single highest probability as a 
one and all lower probabilities as zeros (see [Nelson and Bessler (1989, pp. 364-365)]. 
They find that for risk-neutral subjects, " . . .  the scoring rule used (linear or quadratic) 
had a significant effect (p-value < 0.0001) on the number of zeros used in a forecast 
when the observations from eight subjects in each treatment over all forty forecast pe- 
riods were used". The Nelson and Bessler work provides evidence to suggest that the 
way subjects are paid is an important consideration in assessment studies. 21 

4.3.2. Experimental data 

In the concluding section, we discuss the mixed findings from surveys of expectations 
from both individual decision makers and commodity experts. Here we deal with labo- 
ratory studies of expectation formation, in which monetary payoffs can be tied directly 
to the assessment and subsequent realization and rewards made according to the loss 
or utility function of the respondent with control for what the subject saw prior to the 

assessment. Nelson (1987), Nelson and Bessler (1992), Hey (1994), Dwyer, Williams, 

20 In this context, scoring rules are viewed as ex ante motivational devices, which aid in helping a subject 
make his stated beliefs correspond with his "true" beliefs. There is a rich parallel literature in which these 
same rules are used to evaluate the ex post "goodness" of probabilistic forecasts. For discussion of such see 
[Kling and Bessler (1989)]. Applications can be found in [Diebold and Rudebusch (1989), and Zellner et al. 
(1991)1. 
21 The issue of payoffs is important as one wants the motivational device to be sensitive to responses which 
deviate from optimal subject response. That is to say, if the payoff rule is flat in the neighborhood of the op- 
timal response, the subject may have little incentive to respond with precision. We may erroneously conclude 
from an experimental study that agents respond in a suboptimal manner because the reward mechanism is for 
all practical purposes flat in a sizable neighborhood of the optimal response. Murphy and Winkler (1970) ex- 
plore this issue with respect to the log scoring rule (which is particularly flat in a neighborhood of the optimal 
response). Essentially the same issue has been revisited by the experimental economist Harrison (1989, 1992). 
Harrison (1989, p. 759) argues: "... anomalies observed in the experiments in question may simply reflect 
the failure of the experiment to meet widely accepted sufficient conditions for a valid controlled experiment 
... the result of this failure is simply that the opportunity cost of 'misbehavior' in these experiments is, by 
any reasonable standard, minuscule". 
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Battalio, and Mason (1993), Plott and Sunder (1988), and Williams (1987) are included 
in the list of experimental studies which attempt to isolate expectation formation from 
the myriad of other confounding influences that plague reliable inference on expecta- 
tions formation. 

Perhaps the most elaborate experimental study of expectations in market data has 
been that carried out and reported by Williams (1987). Here agents are provided infor- 
mation on their own (induced) limit price, and they have information on all previous 
prices generated in the marketplace and all accepted and unaccepted price quotations 
from these previous periods. Further, they know the total number of market participants 
and can infer the number of buyers and sellers from price signals sent in the market. 
Subjects were asked to forecast the mean price they expected to occur in recursive trad- 
ing periods (t = 2, 3, 4, 5); actual trading of units at negotiated prices followed in the 
manner carried out by subjects in period t = 1. The induced supply and demand arrays 
were constructed to be stationary across periods for the explicit purpose of reproducing 
in the laboratory a "theoretical steady-state" [Williams (1987, p. 4)], thus, providing 
opportunity for subjects to learn across time. The inducement of limit prices (costs 
and values) is important as it provides subjects with structural information (their own 
cost or value structure) about the underlying market, not dissimilar to the market in- 
formation behind a Muthian rational agent's behavior. Other experimental studies (see 
below) of rationality provide the subject with historical prices (realizations). This addi- 
tional bit of information (individual valuations) and the fact that agents act in a market 
make Williams' study particularly interesting. A $1.00 forecasting-accuracy payment 
was paid to the subject with the lowest summed absolute forecast error at the end of 
the experiment. While this inducement is probably not proper (as we are provided no 
information on the underlying preference structure of the subjects, e.g., we do not know 
if they were risk neutral or risk averse), Williams suggests that his reward scheme was 
sufficient for subjects to take the assessment task seriously and he makes no mention 
that the reward motivated strategic responses that masked "true" expectations [Williams 
(1987, p. 7)]. Forecasts from 532 observations from this experiment were found to be 
biased, based on ordinary least squares regression on pooled time series cross section 
data in the actual price in period t on the individual forecast of that price made at the 
end of period t - 1. Tests on subsamples trading on individual periods (e.g., t = 2; 
t = 3; t = 4; t = 5) showed biased forecasts as well; although trading for experienced 
subjects (subjects who had participated in double auctions before this round of exper- 
iments) in the last period (t = 5) were not found to be biased, suggesting perhaps that 
experience and learning (in a stable environment) may result in rational expectations. 
Williams concludes his work as follows: " Using price forecast observations obtained 
from 146 participants in twelve separate experimental double-auction markets, little 
empirical support is found for strict Muthian rational expectations assumptions. The 
forecasts are biased estimates of the realized mean price and forecast errors display 
significant first-order serial correlation" [Williams (1987, p. 16)]. Williams' results are 
replicated in double auction asset markets in [Smith et al. (1988)]. 
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Earlier, Schmalensee (1976) presented a total of twenty-three subjects with price ob- 
servations from a nineteenth century British wheat market, and had them submit both 
point and interval forecasts of five-year averages of the price series. An adaptive expec- 
tations model was found to outperform an extrapolative expectations model, with the 
response speed in the adaptive model tending to fall at turning points. Schmalensee did 
not study rational expectations. 

More recently, Nelson and Bessler (1992) tested quasi-rationality of laboratory sub- 
jects, who were pre-screened for linear utility and motivated through payments from 
a quadratic scoring rule. Subjects were shown forty to sixty earlier realizations from 
Monte Carlo generated data on one of five univariate processes: an autoregression of 
order one (AR1), an autoregression of order two (AR2), a random walk (RW), an inte- 
grated moving average process of order one (IMA1), and a subset autoregression of or- 
der four (AR4). They were then asked to provide recursive probabilistic one-step-ahead 
forecasts of the next 40 to 60 data points - with actual outcomes and payoff numbers be- 
ing revealed on a computer screen sequentially throughout the forecasting exercise. The 
expected value for each forecasted distribution from each subject was taken to be his 
expectation. Both individual and aggregate performances were judged by three criteria: 
Are forecast errors significantly different from zero? Are the forecast errors correlated 
through time? And do forecasts result in significantly larger mean squared errors rel- 
ative to forecasts from a minimum mean squared error predictor applied to historical 
realizations (can the human forecasters perform as well as a model, in a mean square 
error sense, when both see the same historical observations?)? Table 1 is a summary of 
the performance tests for aggregates for each of the five time series processes. 

Interestingly, the AR1 and RW processes are forecasted well under all three tests. If  
we apply a standard .05 significance level, the aggregate forecasts from these "simple" 
series appear to be quasi-rational. However, the more complicated series, the AR4 (a 
subset AR4) and the IMA1 (which is of course a nonlinear model), are not forecasted as 
well. The forecasts of the AR4 process fail all three tests, and the forecasts of the IMA1 
process fail two of the three tests. 

Results for individuals offer less support for quasi-rationality. Over the entire 41 sets 
of forecasts (8 individuals forecasted the AR1 process; 10 forecasted the AR2 process; 
8 forecasted the RW process; 9 forecasted the IMA1 process; and 6 forecasted the AR4 
process), 30 individuals passed the bias test, 26 passed the white noise residuals test, and 

Table 1 
Performance of aggregate forecasts in five experiments [Nelson and 

Bessler (1992)] 

AR 1 AR2 RW IM 1 AR4 

Bias test p-value .133 .891 .494 .264 .020 
White noise test p-value .532 .012 .317 .053 .017 
MSE test p-value .128 .145 .092 .004 .010 
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8 passed the mean squared error test. The Nelson and Bessler (1992) results appear to 
be consistent with the results from the survey literature [Zarnowitz (1983)]: aggregates 
are more likely to generate forecasts which pass tests of rationality (quasi-rationality) 
than are forecasts of individual agents. This finding appears to be consistent with a 
line of research on forecasting in general, which finds that aggregates or composites of 
forecasts outperform individual forecasts (models or people) in out-of-sample forecast 
evaluations; see [Granger (1989)]. 

Additional experimental work has followed Nelson (1987) in testing expectations 
formation on univariate processes. Dwyer et al. (1993) ask subjects to provide one-step- 
ahead forecasts of a univariate random walk: xt  = x t - 1  + st ,  where et is distributed 
normally with mean zero and variance 1.0. Subjects were motivated with financial re- 
wards, which depended upon both their reported forecast and its ultimate realization. 
There is no mention that the incentive structure was matched to the utility function 
of respondents, so we are not able to comment on the possibility of subjects report- 
ing expectations that masked their underlying beliefs. They find that expectations are 
well described as rational expectations, a random walk embedded in an additive er- 
ror. This study was extended in [Beckman and Downs (1997)] under four alternative 
levels of noise. Here the error term was uniformly distributed under four alternative 
treatments: treatment I, st ~ u [ -5 ,  +5]; treatment II, et ~ u [ - 1 0 ,  +10]; treatment III, 
st ~ u [ -15 ,  + 15]; and treatment IV, st ~ u [ -20 ,  +20]. Here each subject received all 
four treatments; each was randomly assigned to one of the 24 different possible orders 
in which the four treatments could have been presented (order I, II, II, IV was different 
from order I, III, II, IV, etc.). Payments were not (apparently) matched to the utility 
function of the subjects, and followed the rule: 

100 

Payment=  $I 1.00 - Z IAt - Ft[, 

t = l  

where A t  is the actual value of xt  and Ft is the subject's forecast of xt  in period t. 
The hypothesis of interest is that under rational expectations, there should be no differ- 
ence in the rational expectations forecasts across treatments. What they find is (1993, 
p. 598): ". . .  increasing the variance of a random walk does create a more diffuse set of 
deviations from theoretically correct behavior. A one percent increase in the standard 
deviation of the random error generates a 0.9% increase in the standard deviation of the 
forecast about the rational expectation." 

Hey (1994) considers 48 subjects' assessments on three univariate time series. Each 
assessor is provided monetary motivation, which is a function of the actual realiza- 
tion of the variable to be forecasted and each subject's forecast, such that risk-neutral 
agents will be motivated to set their forecast equal to their expected value of the random 
variable. The first two series are univariate autoregressions; while the third series is an 
autoregression, which exhibits a structural break partway through the forecast period. 
Tests of rationality are rejected; however, post hoc data analysis seems to suggest a type 
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of extrapolative expectation scheme, which was sensitive to the particular characteristics 
of the underlying series. Hey concludes: 

So our statistical tests reject the detailed rational expectations hypothesis, though 
the general flavor of the data support the general notion that the subjects were 
trying to be rational in a broader sense. It would appear that the subjects had 
some general model of the Data Generating Process in their minds which they 
were using in a broadly sensible fashion. More importantly this general model 
appeared to be series specific; so that subjects had a different "model of the world" 
for Series 2 than they had for Series 3. [Hey (1994, p. 20)] 

Additional work on experimental tests of rationality exists, some of which is reviewed 
in [Swenson (1997)]. He concludes: " I t  is safe to conclude from these (and many other) 
studies that individuals' forecasts of prices almost never satisfy RE (rational expecta- 
t ions) . . . "  [Swenson (1997, p. 434)]. 

4.3.3. Survey and semi-survey data 

Most work on expectations data in economics has been nonexperimental, without the 
use of explicit benefit or motivational devises. A vast literature exists on the analysis of 
surveys. Several surveys in agriculture were conducted in the pre-Muthian period and, 
in fact, were cited by Muth as providing support for rational expectations. Heady and 
Kaldor (1954) studied over one hundred Iowa farmers over a three-year period, 1947- 
1949. They tested no particular models of price expectations, but their impressions from 
their surveys are suggestive: 

No attempt was made in this study to test alternative models used by farmers. Nev- 
ertheless, certain impressions were gained while interviewing farmers. No single 
procedure was employed by all farmers. Moreover, the same farmer often used 
more than one procedure, depending upon the amount of information possessed 
and upon the degree of confidence attached to it. In December 1947, some pro- 
ducers were using a simple "parallel" model for their long-range forecasts which 
implied that prices following World War II would decline as they did after World 
War I. Other farmers were using a model giving explicit recognition to the supply 
of corn as a price-making variable. For their 1948 and 1949 forecasts the major- 
ity was not using simple mechanical models such as the projection of the current 
price or recent price trend into the next year but was attempting to analyze and 
predict the more complex price-making forces. A rather common procedure ap- 
peared to start the process of devising expected prices from current prices. The 
current price then was adjusted for the expected effects of important supply-and- 
demand forces. [Heady and Kaldor (1954, p. 35)] 

Earlier, Schultz and Brownlee (1941-42) considered expectations of Iowa farmers on 
1940 corn yields and hog prices. In a sample of 200 farmers, Schultz and Brownlee find 
that expectations on yield were as follows: 
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. . .  expectations are not marked up by farmers to the level of recent experience. 
Instead, recent increases in yields in corn in Iowa are discounted about one-half. 
The other half is looked upon as a real gain, one which farmers anticipate will 
continue to be forthcoming, a gain which farmers ascribe to improvements in 
management practices, hybrid corn, and to the reduction in corn acreage which 
was occasioned by the AAA, and which resulted in the less productive land being 
taken out of corn. [Schultz and Brownlee (1941-42, p. 496)] 

Later, Bessler (1982) argued that similar expectations behavior would characterize 
optimal expectations for California and Indiana crop yields. He finds that such yields 
follow a (0, 1, 1) ARIMA process and expectations of such might be described by the 
"permanent yield hypothesis": 

.. .  we can say that for these yield series a notion of permanent yield might be 
a useful concept . . ,  that is, farmers forming optimal expectations on these yield 
series might view yield as composed of both permanent and transitory compo- 
nents ...  such behavior might be justified if one notes that specific changes in 
yield might be viewed as permanent in that they reflect basic changes in technol- 
ogy (new crop varieties, pesticides, and herbicides), whereas other changes might 
reflect year-to-year variability in weather. [Bessler (1982, p. 22)] 

Schultz and Brownlee's survey of 97 hog farmers (1941-42) reaches a different con- 
clusion on the process generating hog price expectations. They note that fluctuation in 
hog prices "are both numerous and irregular. This behavior of prices probably accounts 
for the strong preference which Iowa farmers show for current prices in formulating 
their price expectations". They continue: 

Iowa farmers in March 1940 were operating on the assumption that hog prices 
would continue at about the exceedingly low levels which then prevailed. Changes 
in supplies, the outbreak of the war, and the two and one-half year decline in hog 
prices apparently had not been instrumental either in further depressing or lifting 
prices which farmers anticipated for the hogs which were being farrowed at that 
time. [Schultz and Brownlee (1941-42, pp. 495-496)] 

Surveys conducted post-Muth (since 1961) have generally confirmed much of the 
qualitative findings of Schultz and Brownlee. These efforts included analysis at both 
the aggregate level and at the micro- (individual agent) level. Here analysts have been 
interested in whether agents' expectations are unbiased forecasts of the random variable 
of interest and whether errors from such forecasts are uncorrelated with information 
available to the forecaster at the time of the forecast. That is to say, interest has focused 
on (a) whether E{et = (p t  - ~ - k p t ) }  = 0, where here Et is the forecast error based on 
forecast t - k P t  of an individual agent or the aggregate of forecasts of a group of agents 
on endogenous variable p made at period t - k for realization at period t, pt is the 
actual realization of that same endogenous variable at period t, and E is the expectation 
operator; and (b) E{e t  [ S2t-k} = 0, where S-2t-k is the set of all available information 
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available to agents at time t - k. While Schultz and Brownlee did not formulate such 
a general set of hypotheses (they focused attention on three particular scenarios, one 
having price (yield) falling, one having price (yield) remaining constant, and one having 
price (yield) increasing over the next year), they did show quite clearly that for their 
sample of farmers, and for their particular year, differences were present in the behavior 
of agents in forming expectations of yields versus prices. In words not used by Schultz 
and Brownlee we might say expectations on corn yields followed a nonrandom walk 
process; whereas expectations on hog prices appeared to follow a random walk. 

Studies of aggregate expectations include Carlson (1977), Turnovsky (1970), Jacobs 
and Jones (1980), Zarnowitz (1983), and many others (see [Pesaran (1987)], for a survey 
through the mid 1980s). 

Zarnowitz (1983) found that in forecasting numerous aggregate economic time series, 
individual experts participating in the quarterly National Bureau of Economic Research 
and American Statistical Association survey of business conditions perform worse than 
group average forecast. He finds: 

.. .  it is difficult for individuals to predict consistently better than the group. . ,  for 
most people, most of the time, the predictive record is spot ty. . ,  a series of group 
averages has the advantage that it is helped by cancellation of individual errors of 
opposite sign. [Zarnowitz (1983, p. 17)] 

Studies of aggregate expectations in agriculture include Bessler (1980), Ravallion 
(1985, 1987), Runkle (1991), Garcia and Leuthold (1992), and Colling, Irwin, and Zu- 
lauf (1992). Runkle (1991) finds that farmers' reported expectations of sow farrowings 
are not rational forecasts of sow farrowings, and suggests that such a result may be 
less due to underlying irrationality and more due to motivation (or lack thereof) in the 
assessment survey. Runkle (1991, pp. 599-600) writes: 

Although it may be somewhat surprising that farmers announce irrational fore- 
casts of their own future actions, it would be considerably more surprising if mar- 
ket analysts were to announce irrational forecasts of farmers' actions. Because 
the market analysts, unlike farmers, are paid for the accuracy of the forecasts they 
report, they have a strong economic incentive to report accurately. 

This suggestion follows the earlier suggestion of Keane and Runkle (1990): 

The survey data include only forecasts from professional forecasters, who have 
an economic incentive to be accurate. Because these professionals report to the 
survey the same forecasts that they sell on the market, their survey responses 
provide a reasonably accurate measure of their expectations. [Keane and Runlde 
(1990, p. 715)] 

Keane and Runkle (1990) and Runkle (1991) provide no evidence that "their survey re- 
sponses provide a reasonably accurate measure of their expectations". Faith in the mar- 
ket to induce reasonably accurate forecasts might lead one to conclude that astrologers 
are reasonably accurate because they sell their forecasts in the market! 
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There is related evidence that professionals are no better in assessing the future than 
nonprofessionals. Stael von Holstein (1970) found meteorologists' assistants outper- 
formed the meteorologists (who were paid for their expertise) in simple probability 
forecasting - the latter tended to give tight forecasts, while the former gave diffuse dis- 
tributions. 

Earlier in this century H.A. Wallace gave a spirited summary of a not unrelated point 
of using experts in judging corn yields: 

That the corn judges did not know so very much about the factors which make 
for yields is indicated by the fact that their scores were correlated with yield to 
the extent of.2. The difficulty seems to be that they placed too much emphasis on 
length of ear and possibly also some fancy points, which caused them to neglect 
placing as much emphasis on sound, healthy kernel characteristics as they should. 
[Wallace (1923, p. 304)] 

Wallace goes on to suggest that "the things which really are in their [the judges'] 
minds are considerably different f rom. . .  [those which they] professed" [Wallace (1923, 
p. 304)]. 

Following Nelson and Bessler (1989), discussed above, it is not just a matter of pay- 
ment - how one is paid is not unrelated to what one says. 

Bessler (1980) finds that the means of aggregate subjective probability distributions 
of farmers on yields of California field crops are not significantly different from the one- 
step-ahead forecasts of yields from ARIMA representations of historical county-level 
yield data; however, higher moments of the aggregate subjective distributions do not 
match their time series representations. These farmers were not paid for their responses. 

Ravallion (1987) finds that daily rice price expectations from a sample of twenty- 
eight Bangladesh traders (Aratdars) fail both tests of unbiasedness and orthogonality. 
Ravallion offers possible reasons for these rejections: 

All interviews were done in Bangla by a single interpreter under reasonably close 
supervision, particularly in the early stages . . . .  Although a good deal of care was 
exercised in collecting these data, it seems likely that the results overstate the 
level of agreement amongst the traders. The interview process can act to transmit 
information between traders. This is produced by the tendency of an interviewer 
to form expectations of the answers on the basis of previous interviews which are 
then used as prompts. [Ravallion (1987, p. 132)] 

It would appear that this same criticism offered of Ravallion's survey would apply 
to the results found in [Bessler (1980)] as well. (Much recent experimental work has 
adopted computer technology to help in collecting expectations and reporting them 
without introducing the potential bias associated with the use of human interviewers; 
see [Davis and Holt (1993, p. 23)] for a general discussion of computers in experimen- 
tal economics.) 

Nerlove (1983) suggests that analysis of aggregate expectations is but a first step in a 
more elaborate program of analysis of expectations: 
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While the use of aggregates derived from surveys is an important first step in the 
analysis of expectations and plans, such analysis should be supplemented by stud- 
ies based on the micro-data themselves for several reasons: First, the micro-data 
should be consistent with hypotheses regarding the behavior of the aggregates; 
for example, expectational aggregates could provide unbiased forecasts of real- 
ized aggregates, as asserted by the theory of rational expectations, yet forecasts of 
individual agents could be systematically and persistently biased. Second, some 
factors affecting deviations between expectations or plans and subsequent realiza- 
tions may affect all individuals simultaneously yet vary from period to period and 
some factors may affect individuals; only through analysis of the micro-data can 
we disentangle those two groups of effects. Finally, individual variation in vari- 
ables related to expectations, plans, and realizations may be reduced or obscured 
in aggregate data. [Nerlove (1983, p. 1256)] 

The experience from analysis of non-agricultural micro-data supports Nerlove's rec- 
ommendation to study micro-data directly. Lovell (1986) summarizes his studies with 
Hirsch: 

For 30 percent of the sampled firms, the mean of anticipated sales, two-months 
horizon, differed from the mean of actual realizations at the 5 percent level of 
significance. However, the overestimates of the optimistic firms roughly canceled 
the underestimates of pessimistic firms so that for industry aggregates there is no 
bias; this offsetting of systematic error partially explains why the aggregates of 
anticipation data appear to be more accurate than the predictions of individual 
firms. [Lovell (1986, p. 115)] 

Muth (1985) studied expectations and anticipations data from five Pittsburgh-based 
firms. He finds that "the standard deviation of the forecast of at least three firms is 
inconsistent with the rational expectations hypothesis: ... [these firms] have standard 
deviations greater than the standard deviation of the actual. Since the rational forecast 
specifies A = F ÷ e, where E(Fe)  = 0, the variance of A must clearly exceed that of F" 
[Muth (1985, p. 13)].22 Muth's study raises the issue of costs and benefits of rationality 
directly; in particular he concludes his study as follows: ". . .  that some of the most 
significant deviations from rationality occur with firms having a small forecast error . . .  
this suggests that the operating benefits from improved forecasts of the type analyzed 
here are not worth the extra cost" [Muth (1985, p. 28)]. 

Much of the non-agricultural expectations survey data are based on categorical re- 
sponses to surveys where, in particular, respondents are asked to respond as follows: 
increase (+), no change (=), or decrease ( - ) .  Early efforts using such data created ag- 
gregate balances, where the number or proportion of respondents reporting a " - "  are 
subtracted from the number or proportion reporting a "÷" .  Nerlove (1983) suggests that 

22 Here  Muth ' s  idea is as follows: A is the actual  realization of  the variable of  interest, F is the f i rm's  forecast  

o f  A based  on informat ion held at a previous period, and e is an  error  term. 
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such categorical data be analyzed as conditional log-linear probability models; how- 
ever, such models do not recognize the ordering behind typical categorical responses. 
Accordingly, Nerlove (1988) suggests treating such data as categorical responses from 
continuous latent variable models, with categories defined as thresholds. These methods 
are applied, inter alia, by Horvath, Nerlove, and Wilson (1992), and Nerlove and Weeks 
(1992). Nerlove and Schuermann (1995a, 1995b) estimate such a model by simulation 
maximum likelihood methods. 23 For quarterly surveys of British manufacturing firms 
and for Swiss firms, they reject both rational expectations and adaptive expectations. 

In studies related to agriculture, we also see rejections of rational expectations with 
micro data. Irwin and Thraen (1994) summarize ten studies in agriculture which test 
rationality of individual expectations. In seven of these they find rejections of bias or 
orthogonality conditions (conditions (a) and (b) given above) which are basic to ratio- 
nal expectations. The authors of the survey attempt to explain differences in results by 
whether survey respondents had "direct monetary incentives to accurately report their 
expectations." Unfortunately, the evidence is scanty, if it exists at all, that "direct mon- 
etary payoffs" were present in any of the assessment tasks described, and further, the 
linking of the reward or incentive to the actual survey response is at best unclear in any 
of the cases considered. 

4.3.4. Summary of the evidence 

The evidence from both surveys and experimental studies can be summarized as fol- 
lows: 
(1) Aggregates of individual expectations are more likely to pass rationality tests than 

are individual expectations; Zarnowitz (1983), Nelson and Bessler (1992), Williams 
(1987), Nerlove and Schuermann (1995a, 1995b). 

(2) There is considerable heterogeneity in individual expectations; Schultz and Brown- 
lee (1941-42), Nelson and Bessler (1992). 

(3) Subjects are able to recognize difference in underlying stochastic processes and 
adapt their forecasts to accommodate these differences, but not necessarily in an 
optimal manner; Schultz and Brownlee (1941-42), Hey (1994). 

That agents in experimental markets look as if they are trying to build rational com- 
ponents into their forecasts [Hey (1994), Swenson (1997)], but do not do so adequately 
to pass a rationality test accords with the qualitative findings from Heady and Kaldor's 
(1954, p. 39) survey: "The current price then was adjusted for the expected effects of im- 
portant supply-and-demand forces". That agents are not able to pass more stringent tests 
of rationality was recognized long ago in the psychological literature. Starting with the 
work of Meehl (1954), psychologists have (almost always) found clinical judgments of 
numerical variables to be inferior to mechanical (statistical) predictions. That is, when 
both a clinical judgment and a statistical predication of a criterion variable are avail- 
able, such as academic success or prisoner parole recidivism, the statistical prediction 

23 See [McFadden and Ruud (1994)]. 
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is rarely inferior to the clinical judgment. The twenty cases studied in Meehl's seminal 
book generated a plethora of additional studies, all reaching similar conclusions - "an 
apparent superiority for mechanical models . . . "  [Sawyer (1966, p. 178)]. 

Our survey of experimental work finds that only for the most simple univariate pro- 
cess (the random walk studied in [Dwyer et al. (1993)] do we find clear evidence of 
rational expectations. Introduction of complexity, in terms of more complex univari- 
ate structures [Nelson and Bessler (1992), and Beckman and Downs (1997)] or market 
equilibria [Williams (1987)] results in clear rejections of rationality. Perhaps Simon's 
assessment of human behavior captures what the experimental results are telling us: 

Human behavior. . ,  is not to be accounted for by a handful of invariants. It is cer- 
tainly not to be accounted for by assuming perfect adaptation to the environment. 
Its basic mechanisms may be relatively simple, and I believe they are, but that 
simplicity operates in interaction with extremely complex boundary conditions 
imposed by the environment and by the very facts of human long-term memory 
and the capacity of human beings, individually and collectively, to learn. [Simon 
(1979, p. 510)] 

Environmental conditions related to the costs and benefits of responding in a "rational 
manner" to laboratory questions ought to be a prime point of focus in future laboratory 
work. 

5. Conclusions and directions for further research 

We began our discourse on expectations and their role in dynamic optimizing behavior 
with a statement of the central simplifying assumption which runs through both the- 
oretical and empirical work in this area and one which is adopted in the remainder of 
our essay. This is the assumption of separation of expectations and optimizing behavior, 
which goes back at least to the work of Keynes and Hicks in the 1930s. Such separation 
is a powerful simplification both theoretically and empirically, but we know that it is not 
theoretically correct. In a "theoretically correct" but essentially useless formulation, de- 
cisions and expectations are not separable; the explanation of behavior proceeds directly 
from assumptions about agents' priors and the dynamic constraints of their optimization 
problem to the decisions they take now and in the future in response to future events. 
We do not see any viable alternative over most of the range of problems in dynamic 
optimizing behavior under uncertainty studied by agricultural and general economists. 
Yet the state of the results of recent experimental studies of expectations, discussed 
further below, suggests the need to relax or modify this assumption and to provide a 
clearer framework of analysis for understanding the relation between how expectations 
are formed and reported and the uses to which such expectations are put and the rewards 
of optimizing behavior. The importance of incentives in experimental design suggests 
that experimental subjects may be better able to say what they will do than what they 
expect on the basis of the information presented to them. 
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Two models showing how the separation assumption works in practice were dis- 
cussed in some detail. The first, oriented toward empirical application to historical time 
series data, was the old Nerlove supply model. The second, designed not for direct 
empirical application but rather for the derivation of comparative statics results, was a 
model of small ruminant production and supply. In this connection, we showed that, 
provided the separation assumption can be maintained, it is generally unnecessary to 
know anything about the mechanism by which expectations are formed in order to draw 
interesting and useful theoretical conclusions, and thus illustrated the power of the as- 
sumption. Were the authors of this chapter primarily economic theorists, we might, in 
view of the many difficulties discussed above in the main body of this chapter, conclude 
that further research ought to focus on questions of a purely theoretical nature. Unfor- 
tunately, most serious, real world, empirical questions do require a component of the 
model designed to deal with people's responses that includes some specification of the 
way in which expectations are formed and how they influence behavior. 

Next, in Section 2, we turned to the five principal models of expectation formation 
used in analyses of aggregate time series data: extrapolative; adaptive; implicit; two 
variants of rational, fully rational and quasi-rational; and futures price based models. 
Extrapolative and adaptive expectations were used extensively in early studies of agri- 
cultural supply and related phenomena. Adaptive expectations models held up well in 
the sense that they generally yielded intuitively plausible conclusions with respect to 
the other parameters being estimated, but these models had the unfortunate tendency to 
confound expectation formation with other dynamic aspects of behavior and, moreover, 
in practice generally produce highly variable results for the same product supply in dif- 
ferent periods or circumstances, which suggests, as argued in [Nerlove (1979)], that we 
are leaving out far too much in the nonexpectational part of our models. Implicit ex- 
pectations, which were introduced prior to the formulation of the rational expectations 
hypothesis, share many of the latter's attractive features but suffer from a fatal flaw, 
corrected in Muth's 1961 formulation. Futures price based expectations for storable 
commodities are simply inconsistent with the basic paradigms of economics (utility 
maximizing agents and equilibrium), 24 and the evidence supporting them is mixed, all 
the more so for nonstorable commodities. 25 In any case, such models are of limited 
significance for aggregate time series studies since futures markets do not exist, or have 
not existed for considerable periods, for those commodities we would like to study. 
Rational expectations (RE) are the most theoretically attractive model of expectation 
formation. The model is, however, difficult to apply in practice, and, as shown in Sec- 
tion 3, generally fails to be supported empirically in those few attempts to test the REH. 
The difficulties of applying the rational expectations model in practice are corrected by 

24 Which doesn't, of course, mean that they're wrong, only that in accepting them we'd be forced to discard 
too much else which has proved useful and valid in the discipline. 
25 Gardner's (1976) results give weak support to the theory that the futures price is an indicator of expected 
future prices, but the evidence he presents is also consistent with misspecification of the underlying supply 
models. 
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the simplification of quasi-rational expectations (QRE). QRE are extremely easy to ap- 
ply to time series data, are less subject to problems related to the specification of the 
underlying behavioral model, and are asymptotically equivalent to the RE under correct 
specification. For agricultural economists who continue to analyze aggregate time se- 
ries data, adoption of RE as a maintained hypothesis and application in the form of QRE 
would allow a highly desirable concentration on the substance of the behavioral part of 
the model, and strikes us as the way to go. But, as a tool for research on expectation 
formation itself, we believe that such studies are a dead end. 

The final section of this chapter, Section 3, considers the evidence, both direct and 
indirect, principally for rational expectations, since this hypothesis is now the leading, 
if not the sole, contender for our hearts and minds. Apart from the minor difficulty that 
all expectational models of distributed lags (EDL) fail what we call "minimalist tests", 
models based on QRE appear to work fairly well for aggregate time series data, in the 
sense that assuming them gives behavioral results consistent with theory. As we point 
out, however, the analyses so far undertaken are not really tests of rational expectations 
but rather of the dynamic optimization model in which they are imbedded. We conclude 
that further attempts to test RE in an aggregate time series context, while not exactly 
futile, are not worth the effort. 

The unsatisfactory state of affairs with respect to conventional econometric analysis 
in this area has led to considerable recent research, building on the earlier work of the 
Iowa State group, which emphasizes direct observation of the expectations themselves, 
as reported by respondents to survey questionnaires or as predictions in an experimen- 
tal context. The goal of this research is not only to test models of expectation formation 
freed from the constraints imposed by the behavioral model in aggregate time series 
analysis, but also to understand better the way in which expectations are actually formed 
and how they might influence subsequent behavior, and to refine models of expectation 
formation in the light of this evidence. It is in this connection, as our discussion of 
motivation - particularly of the payoff structure to participants in experiments - sug- 
gests, that the separation assumption begins to break down. When asked in a survey 
what they expect with respect to such-and-such, about what and how do respondents 
answer? On the whole we remain ignorant of respondents' state of mind, and really 
carefully designed surveys directed to elucidating these matters remain to be carried 
out. The problem is that most economic surveys are designed for purposes other than 
understanding people's behavior and, particularly, how they form expectations of the 
future and respond to those expectations. 

Experimental studies are carded out on a far smaller scale than surveys. For this rea- 
son, experimental studies of how people predict, which may perhaps be assumed to 
be indicative of how expectations are formed, have recently been undertaken. Unfor- 
tunately, insufficient attention has been paid to the conditions set in the experiments 
related to the costs and benefits of responding in a "rational manner" to the labora- 
tory questions. Following Simon's dictum on the complexity of "boundary conditions" 
imposed by the environment, complexity has been added in a haphazard manner. Sub- 
jects have not been able to respond in ways consistent with the experimenters' theories. 
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Perhaps this is because the subjects have been brought into the lab without giving con- 
sideration to external validity: Do the experimental results have anything to say about 
real world agents? Experimentalists have focused instead on internal validity: Were the 
results valid within the scope of this particular experiment? Little or no motivation, 
with flat payoff functions (in the neighborhood of the rational expectation response), 
may have given the impression that laboratory subjects were either bored, irrational, 
or both. But the real world provides large incentives as payoffs, and those who fail to 
respond in an acceptable manner are dropped from the experiment - the market does 
not allow subjects who consistently forecast poorly to stay around very long, especially 
those who do not begin with large initial endowments. 

Our view is that motivation in experiments, particularly related to how subjects pre- 
dict the future and how they behave in the context of such predictions, needs to be taken 
more seriously if we're going to make the leap from nice, simple, internally valid results 
to useful, externally valid results. In this context, the separation assumption, which has 
been central to virtually all theoretical thinking and empirical study of dynamic opti- 
mizing behavior, may need to be discarded or, at the very least, relaxed. 

Whereas the problems of internal validity are solvable within the limits of the logic 
of probability, the problems of external validity are not logically solvable in any neat, 
conclusive way. Generalization always turns out to involve extrapolation into a realm 
not represented in one's sample. Campbell and Stanley (1963, p. 17-18) write: 

.. .  there is a general empirical law we are assuming, along with all scientists. This 
is the modern version of Mill's assumption as to the lawfulness of nature. In its 
modern, weak version, this can be stated as the assumption of the "stickiness" of 
nature: we assume that the closer two events are in time, space and measured value 
on any or all dimensions, the more they tend to follow the same laws. While com- 
plex interactions and curvilinear relationships are expected to contuse attempts at 
generalization, they are more to be expected the more the experimental situation 
differs from the setting to which one wants to generalize. Our call for greater ex- 
ternal validity will thus be a call for that maximum similarity of experiments to 
the conditions of application which is compatible with internal validity. 

In assessing external validity, we will have to come to terms with the incentive 
structure built into our experiments. Adding complexity [Nelson and Bessler (1992), 
Williams (1987), Beckman and Downs (1997), Swenson (1997), Hey (1994)] without 
a matching incentive structure is almost asking for chaotic results. The direction which 
additional complexity should take in the laboratory should be dictated by the types 
of behavioral questions asked in other contexts. We ought to add more complexity in 
studying behavior of relevance to questions related to the formulation of policy. Keep 
the experiment simple on all other counts and, if we are serious about testing rationality, 
make the slope of the payoff function match the real world in the neighborhood of the 
rational expectations response. But the real issue is not what model to use, but rather 
how we might best proceed to get answers to the substantive questions with which we 
are concerned. 
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Technological change has been a major factor shaping agriculture in the last 100 years 
[Schultz (1964), Cochrane (1979)]. A comparison of agricultural production patterns 
in the United States at the beginning (1920) and end of the century (1995) shows that 
harvested cropland has declined (from 350 to 320 million acres), the share of the agri- 
cultural labor force has decreased substantially (from 26 to 2.6 percent), and the number 
of people now employed in agriculture has declined (9.5 million in 1920 vs. 3.3 mil- 
lion in 1995); yet agricultural production in 1995 was 3.3 times greater than in 1920 
[United States Bureau of the Census (1975, 1980, 1998)]. Internationally, tremendous 
changes in production patterns have occurred. While world population more than dou- 
bled between 1950 and 1998 (from 2.6 to 5.9 billion), grain production per person has 
increased by about 12 percent, and harvested acreage per person has declined by half 
[Brown et al. (1999)]. These figures suggest that productivity has increased and agricul- 
tural production methods have changed significantly. 

There is a large amount of literature investigating changes in productivity,1 which 
will not be addressed here. Instead this chapter presents an overview of agricultural 
economic research on innovations - the basic elements of technological and institu- 
tional change. Innovations are defined here as new methods, customs, or devices used 
to perform new tasks. 

The literature on innovation is diverse and has developed its own vocabulary. We 
will distinguish between two major research lines: research on innovation generation 
and research on the adoption and use of innovation. Several categories of innovations 
have been introduced to differentiate policies or modeling. For example, the distinction 
between innovations that are embodied in capital goods or products (such as tractors, 
fertilizers, and seeds) and those that are disembodied (e.g., integrated pest management 
schemes) is useful for directing public investment in innovation generation. Private par- 
ties are less likely to invest in generating disembodied innovations because of the diffi- 
culty in selling the final product, so that is an area for public action. Private investment in 
the generation of embodied innovations requires appropriate institutions for intellectual 
property rights protection, as we will see below. 

The classification of innovations according to form is useful for considering policy 
questions and understanding the forces behind the generation and adoption of inno- 
vations. Categories in this classification include mechanical innovations (tractors and 
combines), biological innovations (new seed varieties), chemical innovations (fertilizers 
and pesticides), agronomic innovations (new management practices), biotechnological 
innovations, and informational innovations that rely mainly on computer technologies. 
Each of these categories may raise different policy questions. For example, mechanical 
innovations may negatively affect labor and lead to farm consolidation. Chemical and 
biotechnological innovations are associated with problems of public acceptance and en- 
vironmental concerns. We will argue later that economic forces as well as the state of 
scientific knowledge affect the form of innovations that are generated and adopted in 
various locations. 

1 See Mundlak (1997), Ball et ai. (1997), and Antle and McGuckin (1993). 
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Another categorization of innovation according to form distinguishes between pro- 
cess innovations (e.g., a way to modify a gene in a plant) and product innovations (e.g., 
a new seed variety). The ownership of rights to a process that is crucial in developing 
an important product may be a source of significant economic power. We will see how 
intellectual property rights and regulations affect the evolution of innovation and the 
distribution of benefits derived from them. 

Innovations can also be distinguished by their impacts on economic agents and 
markets which affect their modeling; these categories include yield-increasing, cost- 
reducing, quality-enhancing, risk-reducing, environmental-protection increasing, and 
shelf-life enhancing. Most innovations fall into several of these categories. For exam- 
ple, a new pesticide may increase yield, reduce economic risk, and reduce environmen- 
tal protection. The analysis of adoption or the impact of risk-reducing innovations may 
require the incorporation of a risk-aversion consideration in the modeling framework, 
while investigating the economics of a shelf-life enhancing innovation may require a 
modeling framework that emphasizes inter-seasonal dynamics. 

Three sections on the generation of innovations follow in Section 1. The first intro- 
duces results of induced innovation models and the role of economic forces in trigger- 
ing innovations; the second presents a political-economic framework for government 
financing of innovations; and the third addresses various institutions and policies for 
managing innovation activities. Section 2 discusses the adoption of innovations and 
includes four sections. The first section considers threshold models and models of dif- 
fusion as a process of imitation; the second presents adoption under uncertainty; the 
third addresses dynamic considerations on adoption; and the last two sections deal with 
the impact of institutional and policy constraints on adoption. Section 3 addresses future 
directions. 

1. Generation of innovation 

1.1. I n d u c e d  innova t ions  

There are several stages in the generation of innovations. These stages are depicted in 
Figure 1. The first stage is discovery, characterized by the emergence of a concept or 
results that establish the innovation. A second essential stage is development, where the 
discovery moves from the laboratory to the field, and is scaled up, commercialized, and 
integrated with other elements of the production process. In cases of patentable innova- 
tions, between the time of discovery and development there may also be a stage where 
there is registration for a patent. If  the innovation is embodied, once it is developed 
it has to be produced and, finally, marketed. For embodied innovations, the marketing 
stage consists of education, demonstration, and sales. Only then does adoption occur. 

Some may hold the notion that new discoveries are the result of inspiration occur- 
ring randomly without a strong link to physical reality. While that may sometimes be 
the case, Hayami and Ruttan (1985) formalized and empirically verified their theory of 
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Figure 1. 

induced innovations that closely linked the emergence of innovations with economic 
conditions. They argued that the search for new innovations is an economic activ- 
ity that is significantly affected by economic conditions. New innovations are more 
likely to emerge in response to scarcity and economic opportunities. For example, la- 
bor shortages will induce labor-saving technologies. Environment-friendly techniques 
are likely to be linked to the imposition of strict environmental regulation. Drip irriga- 
tion and other water-saving technologies are often developed in locations where water 
constraints are binding, such as Israel and the California desert. Similarly, food short- 
ages or high prices of agricultural commodities will likely lead to the introduction of 
a new high-yield variety, and perceived changes in consumer preferences may provide 
the background for new innovations that modify product quality. 

The work of Boserup (1965) and Binswanger and McIntire (1987) on the evolution of 
agricultural systems supports the induced-innovation hypothesis. Early human groups, 
consisting of a relatively small number of members who could roam large areas of land, 
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were hunters and gatherers. An increase in population led to the evolution of agricul- 
tural systems. In tropical regions where population density was still relatively small, 
farmers relied on slash-and-burn systems. The transition to more intensive farming sys- 
tems that used crop rotation and fertilization occurred as population density increased 
even further. The need to overcome diseases and to improve yields led to the develop- 
ment of innovations in pest control and breeding, and the evolution of the agricultural 
systems we are familiar with. The work of Berck and Perloff (1985) suggests that the 
same phenomena may occur with seafood. An increased demand for fish and expanded 
harvesting may lead to the depletion of population and a rise in harvesting costs, and 
thus trigger economic incentives to develop alternative aquaculture and mariculture for 
the provision of seafood. 

While scarcity and economic opportunities represent potential demand that is, in most 
cases, necessary for the emergence of new innovations, a potential demand is not suffi- 
cient for inducing innovations. In addition to demand, the emergence of new innovations 
requires technical feasibility and new scientific knowledge that will provide the techni- 
cal base for the new technology. Thus, in many cases, breakthrough knowledge gives 
rise to new technologies. Finally, the potential demand and the appropriate knowledge 
base are integrated with the right institutional setup, and together they provide the back- 
ground for innovation activities. These ideas can be demonstrated by an overview of 
some of the major waves of innovations that have affected U.S. agriculture in the last 
150 years. 

New innovations currently are linked with discoveries of scientists in universities 
or firms. However, in the past, practitioners were responsible for most breakthroughs. 
Over the years, the role of research labs in producing new innovations has drastically in- 
creased, but field experience is still very important in inspiring innovations. John Deere, 
who invented the steel plow, was a farmer. This innovation was one of a series of me- 
chanical innovations that were of crucial importance to the westward expansion of U.S. 
agriculture in the nineteenth century. At the time, the United States had vast tracts of 
land and a scarcity of people; this situation induced a wide variety of labor-saving inno- 
vations such as the thresher, several types of mechanical harvesters, and later the tractor. 

Olmstead and Rhode (1993) argue that demand considerations represented by the 
induced-innovation hypothesis do not provide the sole explanation for tile introduction 
of new technologies. They conclude that during the nineteenth century, when farm ma- 
chinery (e.g., the reaper) was introduced in the United States, land prices increased 
relative to labor prices, which seems to contradict the induced-innovation hypothesis. 
As settlement of the West continued and land became more scarce, land prices may 
have risen relative to labor, but the cost of labor in America relative to other regions was 
high, and that provided the demand for mechanical innovations. Olmstead and Rhode 
(1993) argue that other factors also affected the emergence of these innovations, includ- 
ing the expansion of scientific knowledge in metallurgy and mechanics (e.g., the Besse- 
mer process for the production of steel, and the invention of various types of mechanical 
engines), the establishment of the input manufacturing industry, and the interactive re- 
lationship between farmers and machinery producers. 
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The infrastructure that was established for the refinement, development, and market- 
ing of the John Deere plow was later used for a generation of other innovations, and 
the John Deere Company became the world's leading manufacturer of agricultural me- 
chanical equipment. It was able to establish its own research and development (R&D) 
infrastructure for new mechanical innovations, had enough financial leverage to buy the 
rights to develop other discoveries, and subsequently took over smaller companies that 
produced mechanical equipment that complemented its own. This pattern of evolution, 
where an organization is established to generate fundamental innovations of a certain 
kind, and then later expands to become a leading industrial manufacturer, is repeated in 
other situations in and out of agriculture. 

It seems that during the settlement period of the nineteenth century, most of the em- 
phasis was on mechanical innovation. Cochrane (1979) noted that yield per acre did 
not change much during the nineteenth century, but the production of U.S. agriculture 
expanded drastically as the land base expanded. However, Olmstead and Rhode (1993) 
suggest that even during that period there was heavy emphasis on biological innovation. 
Throughout the settlement period, farmers and scientists, who were part of research 
organizations such as the Agricultural Research Service (ARS) of the United States De- 
partment of Agriculture (USDA), and the experiment stations at the land-grant univer- 
sities in the United States, experimented with new breeds, both domestic and imported, 
and developed new varieties that were compatible with the agro-climatic conditions of 
the newly settled regions. These efforts maintained per-acre yields. 

Once most of the arable agricultural land of the continental United States was settled, 
expansion of agricultural production was feasible mostly through increases in yields per 
acre. The recognition of this reality and the basic breakthroughs in genetics research in 
the nineteenth century increased support for research institutions in their efforts to gen- 
erate yield-increasing innovations. Most of the developed countries established agri- 
cultural research institutions. After World War II, a network of international research 
centers was established to provide agricultural innovations for developing countries. 
The establishment of these institutions reflected the recognition that innovations are 
products of R&D activities, and that the magnitude of these activities is affected by 
economic incentives. 

Economic models have been constructed to explain patterns of investment in R&D 
activities and the properties of the emerging innovations. Evenson and Kislev (1976) 
developed a production function of research outcomes particularly appropriate for crop 
and animal breeding. In breeding activities, researchers experiment with a large num- 
ber of varieties to find the one with the highest yield. The outcome of research efforts 
depends on a number of plots. In their model, the yield per acre of a crop is a random 
variable that can assume numerous values. Each experiment is a sampling of a value of 
this random variable and, if experiments are conducted, the experiment with the highest 
value will be chosen. Let Yn be yield per acre of the nth experiment and n assumes value 
from 1 to N. The outcome of n experiments is Y} = max{Y1 . . . . .  YN}. Y[v is the max- 
imum value of the n experiment. Each Yn can assume the value in the range of (0, Yx) 
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with probability density g(Yn) so that Ymaxg(Yn)dYn = 1. The outcome of research on 
N plots Y} is a random variable with the expected value/z(N) = E{maxn=l,u Yn}. 

Evenson and Kislev (1976) showed that the expected value of Y} increases with 

the number of the experiment, i.e.,/zU = OEY*/ON > 0, #ux = O2Ey*/ON a < 0. As 
in Evenson and Kislev, consider the determination of optimal research levels when a 
policymaker's objective is to maximize net expected gain from research. Assume that 
the research improves the productivity of growers in a price-taking industry with output 
price P and acreage L. The new innovation is adopted fully and does not require extra 
research cost. The optimal research program is determined by solving 

max P L ( U ( N ) )  - C(N) .  
N 

The first-order condition is 

PLIZN - -  C N  = 0, (1) 

where CN is the cost of the Nth research plot, and C N > O, CNN > 0. Condition (1) 
implies that the optimal number of experiments is such that the expected value of the 
marginal experiment, (PLIzN), equals the marginal cost of experiments, (CN). Fur- 
thermore, the analysis can show that the research effort increases with the size of the 
region, (ON/OL > 0), and the scarcity of the product, (ON*/OP > 0). Similarly, lower 
research costs will lead to more research effort. 

The outcome of research leading to innovations is subject to much uncertainty and, in 
cases where a decision-maker is risk averse, risk considerations will affect whether and 
to what extent experiments will be undertaken. For simplicity, consider a case where 
decision-makers maximize a linear combination of mean and variance of profits, and 
thus the optimization problem is 

maxN PL[I~(N) -- C(N)] - ~¢p2L2~2(N), 

where cr2(N) is the variance of Y~, the maximum value of yield of N experiments, and 
¢ is a risk-aversion coefficient. The variance of maximum outcome of N experiments 
declines with N in most cases so that cr 2 = Ocr2(N)/ON < 0. The first-order condition 
determining N is 

P L I X N  - ¢cr  2 p 2 L 2  - C N  = O. (2) 

Under risk aversion, N is determined so that the marginal effect of an increase of N 
or expected revenues plus the marginal reduction in the cost of risk bearing is equal to 
the marginal cost of experiments. A comparison of conditions (1) and (2) suggests that 
the risk-reducing effect of extra experiments will increase the marginal benefit of ex- 
periments under risk aversion. Thus, a risk-averse decision-maker who manages a line 
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of research, is likely to carry out more experiments than a risk-neutral decision-maker. 
Note, however, that expected profits under risk aversion are smaller than under risk 
neutrality since risk-neutral decision-makers do not have a risk-carrying cost. If  exper- 
imentation has a significant fixed cost ( C ( N )  = Co + C1 (N)) ,  there may be situations 
when risk aversion may prevent carrying out certain lines of research that would be done 
under risk neutrality. Furthermore, one can expand the mode1 to show that risk consider- 
ations may lead risk-averse decision-makers to carry out several substitutable research 
lines simultaneously in order to diversify and reduce the cost of risk bearing. Thus, un- 
certainty about the research outcome may deter investment in discovery research, but it 
may increase and diversify the research efforts once they take place. 

There has not been much research on investment in certain lines of research over 
time. However, the Evenson-Kislev model suggests that there is a decreasing expected 
marginal gain from experiments. If a certain yield was established after an initial pe- 
riod of experimentation, the model can be expanded to show that the greater the initial 
yield, the smaller the optimal experiment in the second period. That suggests that the 
number of experiments carried out in a certain line of research will decline over time, 
especially once significant success is obtained, or when it is apparent that there are 
decreasing marginal returns to research. On the other hand, technological change that 
reduces the cost of innovative efforts may increase experimentation. Indeed, we have 
witnessed, over time, the tendency to move from one research line to another and, thus, 
both dynamic and risk considerations tend to diversify innovative efforts. 

The Evenson-Kislev model explains optimal investment in one line of research. How- 
ever, research programs consist of several research lines. The model considers a price- 
taking firm that produces Y units of output priced at P and also generates its own 
technology through innovative activities (research and development). There are J par- 
allel lines of innovation, and j is the research line indicator, j = 1 . . . . .  J .  Let Vj be the 
price of one unit of the j th  innovation line and mj  be the number of units used in this 
line. Innovations affect output through a multiplicative effect to the production function, 
g(mi . . . . .  m j ) ,  and by improving input use effectiveness. The producers use I inputs, 
and i is the input indicator, i = 1 . . . . .  I .  Let the vector of inputs be m = {mi . . . . .  m j  }. 

We distinguish between the actual unit of input i used by the producer, Xi,  and the 
effective input ei where ei = h i ( m ) X i .  Thus, it is assumed that a major effect of the 
innovation is to increase input use efficiency, and the function hi (m) denotes the effect 
of all the lines of input effectiveness. An innovative line j may increase effectiveness of 
input i, and in this case Ohi/Omj > 0. Thus, the production function of the producer is 

Y = g ( m ) f ( X l h l ( m ) ,  X2h2(m) . . . . .  X i h l ( m ) ) .  

For simplicity, assume that, without any investment in innovation, hi (m) = 1, for all i ; 
thus, Y = f ( X 1  . . . . .  X2). The producer has to determine optimal allocation of re- 
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sources among inputs and research lines. In particular, the choice problem is 

! J 

max pg(m)  f [ X l h l  (m), X2h2(m),  X3h3 (m), X l h l  (m)] - E wiXi  - Z vimi, 
Xi ,mi i=1 j = l  

where wi is the price of  the ith input and vj is the price of  one unit of  the j th  line of  
innovation. The first-order condition to determine use of  the ith input is 

OF 
p g ( m ) T h i ( w )  - wi = 0  'v'i. 

Oei 
(3) 

Input i will be chosen at a level where the value of  marginal product of  input i ' s  effective 
units, pg (m)~e~' is equal to the price of input i 's  effective units, which is w i / h i  (m). If  
the innovations have a positive multiplicative effect, g(m) > 1, and increase input use 
efficiency, hi (m) > 1, then the analysis in [Khanna and Zilberman (1997)] suggests that 
innovations are likely to increase output but may lead to either an increase or decrease 
in input use. Input use is likely to increase with the introduction of  innovations in cases 
where they lead to substantial increases in output. Modest output effects of  innovations 
are likely to be associated with reduced input use levels. 2 

The optimal effort devoted to innovation line j is determined according to 

O g 1 Ohi 
Omi p f ( m )  + g ( m ) p  Z - - X i  - vj  = 0 

i = |  Omj 
Yj. (4) 

Let the elasticity of  the multiplicative effect of  innovation with respect to the level of  
innovation j be denoted by eg~j Og mj - -  Omj g(m)' and let the elasticity of  input i ' s  effective- 

hi Ohi mj ness coefficient, with respect to the level of  innovation j ,  be emj = amj h-~-" Using (3), 

the first-order condition (4) becomes 

hi -- m j  Uj = O, P Y  egj  + Siemj 
i=1 _1 

(5) 

where Si = w i X i / P Y  is the revenue share of  input i. Condition (5) states that, under 
optimal resource allocation, the expenditure share (in total revenue of  innovation line j )  
will be equal to the sum of elasticities of  the input effectiveness, with respect to research 
line j ,  and the elasticity of  the multiplicative output coefficient with respect to this 
research line. This condition suggests that more resources are likely to be allocated to 

2 Khanna and Zilberman (1997) related the impact of technological change on input use to the curvature of 
the production function. If marginal productivity of e i declines substantially with an increase in el, the output 
effects are restricted and innovation leads to reduced input use. 
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research lines with higher productivity effects that mostly impact inputs with higher 
expenditure shares that have a relatively lower cost. 3 

Risk considerations provide part of the explanation for such diversification, but 
whether innovations are complements or substitutes may also be a factor. When the 
tomato harvester was introduced in California, it was accompanied by the introduction 
of a new, complementary tomato variety [de Janvry et al. (1981)]. McGuirk and Mund- 
lak's (1991) analysis of the introduction of high-yield "green revolution" varieties in the 
Punjab shows that it was accompanied by the intensification of irrigation and fertiliza- 
tion practices. 

The induced innovation hypothesis can be expanded to state that investment in inno- 
vative activities is affected by shadow prices implied by government policies and regu- 
lation. The tomato harvester was introduced following the end of the Bracero Program, 
whose termination resulted in reduced availability of cheap immigrant workers for Cal- 
ifornia and Florida growers. Environmental concerns and regulation have led to more 
intensive research and alternatives for the widespread use of chemical pesticides. For 
example, they have contributed to the emergence of integrated pest management strate- 
gies and have prompted investment in biological control and biotechnology alternatives 
to chemical pesticides. 

Models of induced innovation should be expanded to address the spatial variability 
of agricultural production. The heterogeneity of agriculture and its vulnerability to ran- 
dom events such as changes in weather and pest infestation led to the development of 
a network of research stations. A large body of agricultural research has been aimed at 
adaptive innovations that develop practices and varieties that are appropriate for spe- 
cific environmental and climatic conditions. The random emergence of new diseases 
and pests led to the establishment of research on productivity maintenance aimed at 
generating new innovations in response to adverse outcomes whenever they occurred. 

The treatment of the mealybug in the cassava in Africa is a good example of respon- 
sive research. Cassava was brought to Africa from South America 300 years ago and 
became a major subsistence crop. The mealybug, one of the pests of cassava in South 
America, was introduced to Africa and reduced yields by more than 50 percent in 1983- 
84; without treatment, the damage could have had a devastating effect on West Africa 
[Norgaard (1988)]. The International Institute of Tropical Agriculture launched a re- 
search program which resulted in the introduction of a biological control in the form of 
a small wasp, E lopezi, that is a natural enemy of the pest in South America. Norgaard 
estimated the benefit/cost ratio of this research program to be 149 to 1, but his calcula- 
tion did not take into account the cost of the research that established the methodology 
of biological control, and the fixed cost associated with maintaining the infrastructure 
to respond to the problem. 

Induced innovation models such as Binswanger's (1974) are useful in linking the 
evolution of innovations to prices, costs, and technology. However, they ignore some 

3 Binswanger (1974) proves these assertions under a very narrow set of conditions. 
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of the important details that characterize the system leading to agricultural innova- 
tions. 4 

Typically, new agricultural technologies are not used by the entities that develop them 
(e.g., universities and equipment manufacturers). Different types of entities have their 
distinct decision-making procedures that need to be recognized in a more refined analy- 
sis of agricultural innovations. The next subsection will analyze resource allocation for 
the development of new innovations in the public sector, and that will be followed by 
a discussion of specific institutions and incentives for innovation activities (patents and 
intellectual property rights) in the private sector. 

Induced innovations by agribusiness apply to innovations beyond the farm gate. In 
much of the post World War II period, there has been an excess supply of agricultural 
commodities in world markets. This has led to a period of low profitability in agricul- 
ture, requiring government support. While increasing food quantity has become less of 
a priority, increasing the value added to food products has become a major concern of 
agriculture and agribusiness in developed nations. Indeed, that has been the essence of 
many of the innovations related to agriculture in the last 30 years. Agribusiness took 
advantage of improvements in transportation and weather-controlled technologies that 
led to innovations in packing, storage, and shipping. These changes expanded the avail- 
ability as well as the quality of meats, fruits, and vegetables; increased the share of 
processing and handling in the total food budget; and caused significant changes in the 
structure of both food marketing industries and agriculture. 

It is important to understand the institutional setup that enables these innovations to 
materialize. While there has not been research in this area, it seems that the availability 
of numerous sources of funding to finance new ventures (e.g., venture capital, stock 
markets, mortgage markets, credit lines from buyers) enables the entities that own the 
rights to new innovations to change the way major food items are produced, marketed, 
and consumed. 

1.2. Political economy o f  publicly funded innovations 

Applied R&D efforts are supported by both the public and private sectors because of 
the innovations they are likely to spawn. Public R&D efforts are justified by the public- 
good nature of these activities and the inability of private companies to capture all the 
benefits resulting from farm innovations. 

Studies have found consistently high rates of returns (above 20 percent) to public 
investment in agricultural research and extension, indicating underinvestment in these 
activities, see [Alston et al. (1995), Huffman (1998)]. Analysis of patterns of public 
spending for R&D in agriculture shows that federal monies tend to emphasize research 

4 The Binswanger model (1974) is very closely linked to the literature on quantifying sources of productivity 
in agriculture, For an overview of this important body of literature, which benefited from seminal contributions 
by Griliches (1957, 1958) and Mundlak, see [Anfle and McGuckin (1993)]. 
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on commodities that are grown in several states (e.g., wheat, corn, rice), while indi- 
vidual states provide much of the public support for innovation-inducing activities for 
crops that are specialties of the state (e.g., tomatoes and citrus in Florida, and fruits 
and vegetables in California). The process of devolution has also applied to public re- 
search and, over the years, the federal share in public research has declined relative to 
the state's share. Increased concern for environmental and resource management issues 
over time led to an increase in relative shares of public research resources allocated to 
these issues in agriculture [Huffman and Just (1994)]. 

Many of the studies evaluating returns to public research in agriculture (including 
Griliches' 1957 study on hybrid corn that spawned the literature) rely on partial equi- 
librium analysis, depicted in Figure 2. 

The model considers an agricultural industry facing a negatively sloped demand 
curve D. The initial supply is denoted byS0, and the initial price and quantity are P0 
and Q0, respectively. Research, development, and extension activities led to adoption of 
an innovation that shifts supply to SI, resulting in price reduction to P1, and consump- 
tion gain Q1.5 The social gain from the innovation is equal to the area AoBoB1A1 in 
Figure 2 denoted by G. If the investment leading to the use of the innovation is denoted 
by I ,  the net social gain is NG = G - I ,  and the social rate of return to appropriate 
research development and extension activities is N G / I .  

The social gain from the innovation is divided between consumers and producers. In 
Figure 2, consumer gain is equal to the area PoBoBI P1. Producer gain is AoFA1 B1 

5 Of course, actual computation requires discounting and aggregation, and benefits over time, and may 
recognize the gradual shift in supply associated with the diffusion process. 
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because of lower cost and higher sales, but they lose PoBoFP1 because of lower price. 
If demand is sufficiently inelastic, producers may actually lose from public research 
activities and the innovations that they spawn. Obviously, producers may not support 
research expenditures on innovations that may worsen their well-being, and distribu- 
tional considerations affect public decisions that lead to technological evolution. 6 

This point was emphasized in Schmitz and Seckler's (1970) study of the impact of 
the introduction of the tomato harvester in California. They showed that society as a 
whole gained from the tomato harvester, while farm workers lost from the introduc- 
tion of this innovation. The controversy surrounding the tomato harvester [de Janvry 
et al. (1981)] led the University of California to de-emphasize research on mechanical 
innovations. 

De Gorter and Zilberman (1990) introduced a simple model for analyzing political 
economic considerations associated with determining public expenditures on develop- 
ing new agricultural technologies. Their analysis considers a supply-enhancing innova- 
tion. They consider an industry producing Y units of output. The cost function of the 
industry is C(Y, I)  and depends on output and investment in R&D where the level is I .  
This cost function is well behaved and an increase in I tends to reduce cost at a de- 
creasing rate Oc/OI < 0, and O2c/OI 2 > 0 and marginal cost of output O2c/OIOI " < O. 
Let the cost of investment be denoted by r and the price of output by P. The industry 
is facing a negatively sloped demand curve, Y = D(P).  The gross surplus from con- 

sumption is denoted by the benefit function B(Y) = f f  P(z) dz, where P(Y)  is inverse 
demand. 

Social optimum is determined at the levels of Y and I that maximize the net surplus. 
Thus, the social optimization problem is 

max B(Y) - C ( Y ,  I )  - r I, 
Y,1 

and the first-order optimality conditions are 

3B 3C OC 
- -  0 ~ P ( Y )  - -  ( 6 )  

OY OY OY' 

and 

OC 

OI 
- - -  - × = 0 .  ( 7 )  

Condition (6) is the market-clearing rule in the output market, where price is equal 
to marginal cost. Condition (7) states the optimal investment in R&D at a level where 

6 Further research is needed to understand to what extent farmers take into consideration the long-term 
distributional effects of research policy. They may be myopic and support a candidate who favors any research, 
especially when facing a pest or disease. 
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the marginal reduction in production cost because of investment in R&D is equal to the 
cost of investment. The function -O C/O I reflects a derived demand for supply-shifting 
investment and, by our assumptions, reducing the price of investment (~) will increase 
its equilibrium level. Condition (7) does not likely hold in reality. However, it provides 
a benchmark with which to assess outcomes under alternative political arrangements. 

De Gorter and Zilberman (1990) argued that the political economic system will de- 
termine both the level of investment in R&D and the share of the burden of financing it 
between consumers (taxpayers) and producers. Let Z be the share of public investment 
in R&D financed by producers. Thus, Z = 0 corresponds to the case where R&D is 
fully financed by taxpayers, and Z = 1 where R&D is fully financed by producers. The 
latter case occurs when producers use marketing orders to raise funds to collectively fi- 
nance research activities. There are many cases in agriculture where producers compete 
in the output market but cooperate in technology development or in the political arena 
[Guttman (1978 )1. 

De Gorter and Zilberman (1990) compare outcomes under alternative arrangements, 
including the case where producers both determine and finance investment in R&D. In 
this case, I is the result of a constrained optimization problem, where producer sur- 
plus, PS = P ( Y ) Y  - C(Y, I),  minus investment cost, r I ,  is maximized subject to the 
market-clearing constraint in the output market P (Y) = O C/O Y. When there is internal 
solution, the first-order optimality condition for ! is 

OC 

OI 
- - - -  - r / = r ,  ( 8 )  

where 

r l = - Y - o y o c  1 - \ O y 2 ] l  ~ -  • 

The optimal solution occurs at a level where the marginal cost saving due to investment 
minus the term 7, which reflects the loss of revenues because of price reduction, is equal 
to the marginal investment cost, r. The loss of revenues because of a price reduction due 
to the introduction of a supply-enhancing innovation increases as demand becomes less 
elastic. A comparison of (8) to (7) suggests that under-investment in agricultural R&D 
is likely to occur when producers control its level and finance it, and the magnitude 
of the under-investment increases as demand for the final product becomes less elastic. 
Below a certain level of demand elasticity, it will be optimal for producers not to invest 
in R&D at all. If  taxpayers (consumers) pay for research but producers determine its 
level, the optimal investment will occur where the marginal reduction in cost due to 
the investment is equal to tl, the marginal loss in revenue due to price reduction. When 
the impact of innovation on price is low (demand for final product is highly elastic), 
producer control may lead to over-investment if producers do not pay for it. However, 
when tl > r, and expansion of supply leads to significant price reduction, even when 
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taxpayers pay for public agricultural research, producer determination of its level will 
lead to under-investment. 

The public sector has played a major role in funding R&D activities that have led 
to new agricultural innovations, especially innovations that are disembodied or are 
embodied but non-shielded. Rausser and Zusman (1991) have argued that choices 
in political-economic systems are effectively modeled as the outcome of cooperative 
games among parties. Assume that two groups, consumers/taxpayers and producers, 
are affected by choices associated with investment in the supply-increasing innovation 
mentioned above. The political-economic system determines two parameters. The first 
is the investment in the innovation (I)  and the second is the share of the innovation 
cost financed by consumers. Let this share be denoted as z; thus, the consumer will 
pay z c ( I )  for the innovation cost. It is assumed that the investment in the innovation is 
non-negative (I  ~> 0), but z is unrestricted (z > 1 implies that the producers are actually 
subsidized). 

The net effects of the investment and finance of innovations on consumers/taxpayers' 
welfare and producers' welfare are A C S ( I )  -- zc (1 )  and A P S ( I )  - (1 -- z )c (1 ) ,  re- 
spectively. The choice of the innovation investment and the sharing coefficients are 
approximated by the solution to the optimization problem 

m a x (  A C S ( I )  - z c ( I ) ) ~  ( A P S ( I )  -- (1 -- z ) c ( I ) )  l - u ,  
1,z 

(9) 

where ot is the consumer weight coefficient, 0 ~< o~ ~< 1. The optimization problem (9) (i) 
incorporates the objective of the two parties; (ii) leads to outcomes that will not make 
any of the parties worse off; (iii) reflects the relative power of the parties (when oe is 
close to one, consumers dominate decision-making but the producers have much of the 
power when u -+ 0); and (iv) reflects decreasing marginal valuation of welfare gained 
by most parties. 7 

After some manipulations, the solutions to this optimization problem are presented 
by 

ACS(I) oaPS(1) oc 

3 ~  + OI O I '  
Oil A C S ( 1 )  - zc (1 )  

1 - -  Ogl A P S ( I )  -- (1 -- Z)C(1)" 

(10) 

(11) 

Equation (10) states that innovation investment will be determined when the sum of the 
marginal increase in consumer and producer surplus is equal to the marginal cost of in- 
vestment innovation. This rule is equivalent to equating the marginal cost of innovation 
investment with its marginal impact on market surplus (since A M S  = A P S  + A C S ) .  

7 OPG/OI > 0, O2pG/Ol 2 < 0, OCS/Ol > 0, 02CS/OI 2 < O. 
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Equation (11) states that the shares of two groups in the total welfare gain are equal to 
their political weight coefficients. Thus, if oq is equal to, say, 0.3 and consumers have 30 
percent of the weight in determining the level and distribution of finance of innovation 
research, then they will receive 30 percent of the benefit. Producers will receive the other 
70 percent. Equation (9) suggests that the political weight distribution does not affect 
the total level of investment in innovation research that is socially optimal, but only 
affects the distribution of benefits. If  farmers have more political gain in determining 
the outcome because of their intense interest in agricultural policy issues, they will gain 
much of the benefit from innovation research. 

The cooperative game framework is designed to lead to outcomes where both parties 
benefit from the action they agree upon. Since both demand and supply elasticities for 
many agricultural commodities are relatively low, producer surplus is likely to decline 
with expanded innovation research. When these elasticities are sufficiently low, farmers 
as a group will directly lose from expanded innovation research unless compensated. 
Thus, in certain situations and for some range of products, positive innovation research 
is not feasible unless farmers are compensated. This analysis suggests a strong link be- 
tween public support for innovation research and programs that support farm income. In 
such situations innovation research leads to a significant direct increase in consumer sur- 
plus through increased supplies and a reduction in commodity prices. It will also result 
in an increase in farmer subsidies by taxpayers. Thus, for a range of commodities with 
low elasticities of output supply and demand, consumers/taxpayers will finance pub- 
lic research and compensate farmers for their welfare losses. For commodities where 
demand is quite elastic, say about 2 or 3, and both consumers and producers ~,ain sig- 
nificantly from the fruits of innovation research, both groups will share in lanancing 
the research. When demand is very elastic and most of the gain goes to producers, the 
separate economic frameworks suggest that they are likely to pay for this research sig- 
nificantly, but if their political weight in the decision is quite important (a close to 1), 
they may benefit immensely from the fruits of the innovation research, but consumers 
may pay for a greater share of the research. 

While this political analysis framework is insightful in that it describes the link be- 
tween public support for agricultural research and agricultural commodity programs, 
it may be off the mark in explaining the public investment in innovation research in 
agriculture, since there is a large array of studies that argues that the rate of return for 
agricultural research is very high, and thus there is under-investment. One obvious lim- 
itation of the model introduced above is that it assumes that the outcomes of research 
innovation are certain. However, there is significant evidence that returns for research 
projects are highly skewed. A small number of products may generate most of the ben- 
efits, and most projects may have no obvious outcome at all. This risk consideration 
has to be incorporated explicitly into the analysis determining the level of investment 
in innovation research. Thus, when consumers consider investment I in innovation re- 
search, they are aware that each investment level generates a distribution of outcome, 
and they will consider the expected consumer surplus gain associated with I .  Similarly, 
producers are aware of the uncertainty involved with innovation research, and they will 
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consider the expected producer surplus associated with each level in assessing the vari- 
ous levels of innovation research. 

1.3. Policies and institutions for managing innovation activities 

The theory of induced innovations emphasizes the role of general economic conditions 
in shaping the direction of innovation activities. However, the inducement of innova- 
tions also requires specific policies and institutions that provide resources to would-be 
innovators and enable them to reap the benefits from their innovations. 

Patent protection is probably the most obvious incentive to innovation activities. Dis- 
coverers of a new patentable technology have the property right for its utilization for a 
well-defined period of time (17 years in the U.S.). An alternative tool may be a prize for 
the discoverer of a new technology, and Wright (1983) presents examples where prizes 
have been used by the government to induce creative solutions to difficult technolog- 
ical problems. A contract, which pays potential innovators for their efforts, is a third 
avenue in motivating innovative activities. Wright (1983) develops a model to evalu- 
ate and compare these three operations. Suppose that the benefits of an innovation are 
known and equal to B. The search for the innovation is done by n homogeneous units, 
and the probability of discovery is P (n), with 

8P 02P 
- - > 0 ,  - - > 0 .  
On On 2 

The cost of each unit is C. The social optimization problem to determine optimal re- 
search effort is 

max P(n)B - nC, 
IZ 

and socially optimal u is determined when 

OP 
- - B  =C. (12) 
ON 

The expected marginal benefit of a research unit is equal to its cost. This rule may 
be used by government agents in determining the number of units to be financed by 
contracts. On the other hand, under prizes or patents, units will join in the search for the 
innovation as long as their expected net benefits from the innovation, P(N)B/N,  are 
greater than the unit cost C. Thus, optimal N under patents is determined when 

P(N) 
- - B = C .  (13) 

N 

Assuming decreasing marginal probability of discovery, average probability of dis- 
covery for a research unit is greater than the marginal probability, P(N) /N  > OP/ON. 
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Thus, a comparison of (12) with (13) suggests that there will be over-investment in ex- 
perimentation under patents and prizes. In essence, under patents and prizes, research 
units are ex ante, sharing a common reward and, as in the classical "Tragedy of the 
Commons" problem, will lead to overcrowding. Thus, when the award for a discovery 
is known, contracts may lead to optimal resource allocation. 

Another factor that counters the oversupply of research efforts under patent relative 
to contracts is that the benefits of the innovation under patent may be smaller than under 
contract. Let Bp be the level of benefits considered for deriving 

dL~ L~ 
dL- = t / -~  + (r - rl)R, 

the research effort under the patent system. Bp is equal to the profits of the monopolist 
patent owner. Let Bc be the level of benefits considered in determining tlc, the research 
effort under contract. If  tlc is determined by a social welfare maximizing agent, Bc is 
the sum of consumers' and producers' surplus from the use of the innovation. In this 
case Bc > BN. Thus, in the case of full information about the benefits and costs, more 
research will be conducted under contracts if 

P(~) 
Bc ~p 

Bp oP " 

In many cases, the uncertainty regarding the benefits of an innovation at the discovery 
and patent stages is very substantial. Commercialization of a patent may require signifi- 
cant investment, and a large percentage of patents are not utilized commercially [Klette 
and Griliches (1997)]. Commercialization of an innovation requires upscaling and de- 
velopment, registration (in the case of chemical pesticides), marketing, and develop- 
ment of production capacity for products resulting from the patents. Large agribusiness 
firms have the resources and capacity to engage in commercialization, and they may 
purchase the right to utilize patents from universities or smaller research and develop- 
ment firms. Commercialization may require significant levels of research that may result 
in extra patents and trade secrets that strengthen the monopoly power of the commer- 
cializing firm. Much of the research in the private sector is dedicated to the commer- 
cialization and the refinement of innovations, while universities emphasize discovery 
and basic research. Thus, Alston, Norton, and Pardey (1995) argue that private-sector 
and public-sector research spending are not perfect substitutes. Actually, there may be 
some complementarity between the two. An increase in public sector research leads 
to patentable discoveries, and when private companies obtain the rights to the patents, 
they will invest in commercialization research. Private sector companies have recog- 
nized the unique capacity of universities to generate innovations, and this has resulted 
in support for university research in exchange for improved access to obtain rights to 
the innovations [Rausser (1999)]. 
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1.4. Factors beyond the farm gate 

Over the years, product differentiation in agriculture has increased along with an 
increase in the importance of factors beyond the farm gate and within specialized 
agribusiness. This evolution is affecting the nature and analysis of agricultural research. 
Economists have recently addressed how the vertical market structure of agriculture 
conditions the benefits of agriculturalresearch, and also how farm-level innovation may 
contribute to changes in the downstream processing sector. 

One salient fact about the food-processing sector is that it tends to be concentrated. 
The problem of oligopsonistic competition in the food processing sector has been ad- 
dressed by Just and Chern (1980), Wann and Sexton (1992), and Hamilton and Sunding 
(1997). Two recent papers by Hamilton and Sunding (1998) and Alston, Sexton, and 
Zhang (1997) point out that the existence of noncompetitive behavior downstream has 
important implications for the impacts of farm-level technological change. 

Consider a situation where the farm sector is competitive and sells its product to a 
monopsonistic processing sector. Let X denote the level of farm output, R be research 
expenditures, W be the price paid for the farm output, P be the price of the final good, 
and f be the processing production function. The monopsonist's problem is then 

max P f ( X )  - W(X,  R)X.  (14) 
X 

Since the farm sector is competitive, W is simply the marginal cost of producing the raw 
farm good. It is natural to assume that O W/OX > 0 since supply is positively related to 
price and 3W/OR < 0 since innovation reduces farm costs. Second derivatives of the 
marginal cost function are more ambiguous. Innovations that increase crop yields may 
tend to make the farm supply relation more elastic, and in this case, 32W/OXOR < O. 
However, industrialization may result in innovations that limit capacity or increase the 
share of fixed costs in the farm budget. In this case, O2W/OXOR > 0 and the farm 
supply relation becomes less elastic as a result of innovation. 

Totally differentiating the solution to (14), it follows that the change in farm output 
following an exogenous increase in research expenditures is 

02W y OW 
dX -(P ~ OXOR ~" - -6g) 
dR SOC 

The numerator is of indeterminate sign, while the denominator is the monopsonist's 
second-order condition, and thus negative. The first and third terms of the numerator 
are positive and negative, respectively, by the assumptions of positive marginal produc- 
tivity in the processing sector, and the marginal cost-reducing nature of the innovation. 
This last effect is commonly termed the "shift" effect of innovation on the farm supply 
relation. There is also a "pivot" effect to consider, however, which is represented by the 
second term in the numerator. As pointed out earlier, this term can be either positive or 
negative depending on the form of the innovation. In fact, if public research makes the 
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farm supply curve sufficiently inelastic, then a cost-reducing innovation can actually re- 
duce the equilibrium level of farm output. Hamilton and Sunding (1998) make this point 
in the context of a more general model of oligopsony in the processing sector. They 
point out that an inelastic pivot increases the monopsonist's degree of market power 
and increases its ability to depress farm output. If the farm supply relation becomes 
sufficiently inelastic following innovation, this effect can override the output-enhancing 
effect of cost-reduction. Note further that the "pivot" effect only matters when there is 
imperfect competition downstream; the second term in the numerator disappears if the 
processing sector is competitive. Thus, in the case of perfect downstream competition, 
reduction of the marginal cost of farming is a sufficient condition for the level of farm 
output to increase. 

The total welfare change from farm research is also affected by downstream market 
power. In the simple model above, social welfare is given by the following expression: 

f Y(X(R)) foo X(R) SW = P(Z)  d Z -  W(Z, R) dZ, 
do 

(15) 

where P(Z) is the inverse demand function for the final good. The impact of public 
research is then 

d S W - ( p O f - w ) d X  fooXOWdz. 
dR \ OX ~ -  OR 

This expression underscores the importance of downstream market structure. Under 
perfect competition, the wedge between the price of the final good and its marginal cost 
is zero, and so the first term disappears. In this case, the impact of farm research on 
social welfare is determined completely by its impact on the marginal cost of producing 
the farm good. 8 When the processing sector is imperfectly competitive, however, some 
interesting results emerge. Most importantly, if farm output declines following the cost- 
reducing innovation (which can only occur if the farm supply relation becomes more 
inelastic), then social welfare can actually decrease. This argument was developed in 
Hamilton and Sunding (1998), who describe the final outcome of farm-level innovation 
as resulting from two forces: the social welfare improving effect of farm cost reduction 
and the welfare effect of changes in market power in the processing industry. 

Hamilton and Sunding (1998) show that the common assumption of perfect compe- 
tition may seriously bias estimates of the productivity of farm-sector research. Social 
returns are most likely to be overestimated when innovation reduces the elasticity of 
the farm supply curve, and when competition is assumed in place of actual imperfect 
competition. Further, Hamilton and Sunding demonstrate that all of the inverse supply 
functions commonly used in the literature preclude the possibility that 02 W/O XO R > O, 

8 This point has also been noted recently in Sunding (1996) in the context of environmental regulation. 
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and thus rule out, a priori, the type of effects that result from convergent shifts. More 
flexible forms and more consideration of imperfect competition are needed to capture 
the full range of possible outcomes. 

The continued development of agribusiness is leading to both physical and intellec- 
tual innovation. Feed suppliers, in an effort to expand their market, contributed to the 
evolution of large-scale industrialized farming. This is especially true in the poultry sec- 
tor. Until the 1950s, separate production of broilers and chickens for eggs was scarce. 
The price of chicken meat fluctuated heavily, and that limited producers' entry into the 
emerging broiler industry. Feed manufacturers provided broiler production contracts 
with fixed prices for chicken meat, which led to vertical integration and modem indus- 
trial methods of poultry production. These firms not only offer output contracts, but 
they also provide production contracts and contribute to the generation of production 
technology. Recently, this same phenomenon has occurred in the swine sector, where 
industrialization has reduced the cost of production. 

But agribusiness has spurred the development of another set of quality-enhancing in- 
novations. Again, some of the most important developments have been in the poultry 
industry. Tyson Foods and other companies have produced a line of poultry products 
where meats are separated according to different categories, cleaned, and made ready 
to be cooked. The development of these products was based on the recognition of con- 
sumers' willingness to pay to save time in food preparation. In essence, the preparation 
of poultry products has shifted labor from the household to the factory where it can be 
performed more efficiently. 

In addition to enhancing the value of the final product, the poultry agribusiness gi- 
ants introduced institutional technological innovations in poultry production [Goodhue 
(1997)]. Packing of poultry has shifted to rather large production units that have con- 
tractual agreements with processors/marketers. The individual production units receive 
genetic materials and production guidance from the processor/marketer, and their pay 
is according to the relative quality. This set of innovations in production and market- 
ing has helped reduce the relative price of poultry and increase poultry consumption in 
the United States and other countries over the last 20 years. Similar institutional and 
production innovations have occurred in the production of swine, high-value vegeta- 
bles, and, to some extent, beef. These innovations are major contributors to the process 
of industrialization of agriculture. While benefiting immensely from technology gen- 
erated by university research, these changes are the result of private sector efforts and 
demonstrate the important contributions of practitioners in developing technologies and 
strategies. 

2. Technology adoption 

2.1. Adoption and diffusion 

There is often a significant interval between the time an innovation is developed and 
available in the market, and the time it is widely used by producers. Adoption and dif- 
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fusion are the processes governing the utilization of innovations. Studies of adoption 
behavior emphasize factors that affect if and when a particular individual will begin 
using an innovation. Measures of adoption may indicate both the timing and extent of 
new technology utilization by individuals. Adoption behavior may be depicted by more 
than one variable. It may be depicted by a discrete choice, whether or not to utilize an 
innovation, or by a continuous variable that indicates to what extent a divisible innova- 
tion is used. For example, one measure of the adoption of a high-yield seed variety by a 
farmer is a discrete variable denoting if this variety is being used by a farmer at a certain 
time; another measure is what percent of the farmer's land is planted with this variety. 

Diffusion can be interpreted as aggregate adoption. Diffusion studies depict an in- 
novation that penetrates its potential market. As with adoption, there may be several 
indicators of diffusion of a specific technology. For example, one measure of diffusion 
may be the percentage of the fanning population that adopts new innovations. Another 
is the land share in total land on which innovations can be utilized. These two indicators 
of diffusion may well convey a different picture. In developing countries, 25 percent of 
farmers may own or use a tractor on their land. Yet, on large farms, tractors will be used 
on about 90 percent of the land. While it is helpful to use the term "adoption" in depict- 
ing individual behavior towards a new innovation and "diffusion" in depicting aggregate 
behavior, in cases of divisible technology, some economists tend to distinguish between 
intra-firm and inter-firm diffusion. For example, this distinction is especially useful in 
multi-plant or multi-field operations. Intra-firm studies may investigate the percentage 
of a farmer's land where drip irrigation is used, while inter-firm studies of diffusion will 
look at the percentage of land devoted to cotton that is irrigated with drip systems. 

2.1.1. The S-shaped diffusion curve 

Studies of adoption and diffusion behaviors were undertaken initially by rural sociol- 
ogists. Rogers (1962) conducted studies on the diffusion of hybrid corn in Iowa and 
compared diffusion rates of different counties. He and other rural sociologists found 
that in most counties diffusion was an S-shaped function of time. Many of the studies 
of rural sociologists emphasized the importance of distance in adoption and diffusion 
behavior. They found that regions that were farther away from a focal point (e.g., ma- 
jor cities in the state) had a lower diffusion rate in most time periods. Thus, there was 
emphasis on diffusion as a geographic phenomenon. 

Statistical studies of diffusion have estimated equations of the form 

Yt = K[1 + e-(a+bt)] -1, (16) 

where Yt is diffusion at time t (percentage of land for farmers adopting an innovation), 
K is the long-run upper limit of diffusion, a reflects diffusion at the start of the estima- 
tion period, and b is a measure of the pace of diffusion. 

With an S-shaped diffusion curve, it is useful to recognize that there is an initial 
period with a relatively low adoption rate but with a high rate of change in adoption. 
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Figure 3 shows this as a period of introduction of a technology. Following is a takeoff 
period when the innovation penetrates the potential market to a large extent during a 
short period of time. During the initial and takeoff periods, the marginal rate of diffusion 
actually increases, and the diffusion curve is a convex function of time. The takeoff 
period is followed by a period of saturation where diffusion rates are slow, marginal 
diffusion declines, and the diffusion reaches a peak. For most innovations, there will 
also be a period of decline where the innovation is replaced by a new one (Figure 3). 

Griliches' (1957) seminal study on adoption of hybrid corn in Iowa's different coun- 
ties augmented the parameters in (16) with information on rates of profitability, size of 
farms in different counties, and other factors. The study found that all three parameters 
of diffusion function (K, a, and b) are largely affected by profitability and other eco- 
nomic variables. In particular, when Arc denotes the percent differential in probability 
between the modern and traditional technology, Griliches (1957) found that Oa/OArc, 
OK/OArc, and Ob/OATr are all positive. Griliches' work (1957, 1958) spawned a large 
body of empirical studies [Feder et al. (1985)]. They confirmed his basic finding that 
profitability gains positively affect the diffusion process. The use of S-shaped diffusion 
curves, especially after Griliches (1957) introduced his economic version, has become 
widespread in several areas. S-shaped diffusion curves have been used widely in mar- 
keting to depict diffusion patterns of many products, for example, consumer durables. 
Diffusion studies have been an important component of the literature on economic de- 
velopment and have been used to quantitatively analyze the processes through which 
modern practices penetrate markets and replace traditional ones. 
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2.1.2. Diffusion as a process of  imitation 

The empirical literature spawned by Griliches (1957, 1958) established stylized facts, 
and a parallel body of theoretical studies emerged with the goal of explaining its major 
findings. Formal models used to depict the dynamics of epidemics have been applied by 
Mansfield (1963) and others to derive the logistic diffusion formula. Mansfield viewed 
diffusion as a process of imitation wherein contacts with others led to the spread of 
technology. He considered the case of an industry with identical producers, and for this 
industry the equation of motion of diffusion is 

Equation (17) states that the marginal diffusion at time t (OY/Ot, the actual adoption 
occurring at t) is proportional to the product of diffusion level Yt and the unutilized 
diffusion potential (1 - Yt /K)  at time t. The proportional coefficient b depends on 
profitability, firm size, etc. Marginal diffusion is very small at the early stages when 
Yt -+ 0 and as diffusion reaches its limit, Yt ~ K. It has an inflection point when it 
switches from an early time period of increasing marginal diffusion (02Yt/Ot 2 > 0) to a 
late time period of decreasing marginal diffusion (02y/ot  2 < 0). For an innovation that 
will be fully adopted in the long run (K = 1), 

- -  = b y , ( 1  - r ' , ) ,  
Ot 

the inflection point occurs when the innovation is adopted by 50 percent of producers. 
Empirical studies found that the inflection point occurs earlier than the simple dynamic 
model in (17) suggests. Lehvall and Wahlbin (1973) and others expanded the modeling 
of the technology diffusion processes by incorporating various factors of learning and 
by separating firms that are internal learners (innovators) from those that are external 
learners (imitators). This body of literature provides a very sound foundation for esti- 
mation of empirical time-series data on aggregate adoption levels. However, it does not 
rely on an explicit understanding of decision-making by individual firms. This criticism 
led to the emergence of an alternative model of adoption and diffusion, the threshold 
model. 

2.1.3. The threshold model 

Threshold models of technology diffusion assume that producers are heterogeneous and 
pursue maximizing or satisfying behavior. Suppose that the source of heterogeneity is 
farm size. Let L denote farm size and g(L) be the density of farm size. Thus, g ( L ) A L  
is the number of farms between L - A L / 2  and L + AL/2 .  The total number of farms 
is then N = f o  g(L) dL, and the total acreage is L = f o  Lg(L) dL. 
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Suppose that the industry pursued a traditional technology that generated re0 units of 
profit per acre. The profit per acre of the modern technology at time t is denoted by 
Jr1 (t) and the profit differential per acre is Arct. It is assumed that an industry operates 
under full certainty, and adoption of modem technology requires a fixed cost that varies 
over time and at time t is equal to Ft. Under these assumptions, at time t there will be a 
cutoff farm size, Lt c = Ft lAter, upon which adoption occurs. One measure of diffusion 
at time t is thus 

Yt 1 __ fL~t C g(L) dL 
N ' (18) 

which is the share of farms adopting at time t. Another measure of diffusion of time t is 

o o  

I12 fLcLg(L)dL 
- -  _ , ( 1 9 )  

L 

which is the share of total acres adopting the modem technology at time t. 
The diffusion process occurs as the fixed cost of the modern technology declines 

over time (Off, lOt < 0) or the variable cost differential between the two technologies 
increases over time (OAzrt/Ot > 0). The price of the fixed cost per farm may decrease 
over time because the new technology is embodied in new indivisible equipment or 
because it requires an up-front investment in learning. "Learning by doing" may reduce 
fixed costs through knowledge accumulation. The profit differential often will increase 
over time because of "learning by using". Namely, farmers will get more yield and save 
cost with more experience in the use of the new technology. 

The shape of the diffusion curve depends on the dynamics of farm size and the shape 
of farm size distribution. Differentiation of (18) obtains marginal diffusion under the 
first definition 

oft 1 , (L  c) c 

Ot N at 
(20) 

Marginal diffusion at time t is equal to the percentage of farms adopting technology at 
this time. It is expressed as OLCt/ot times the density of the farm size distribution at 
L c, g(LC). 

The dynamics of diffusion associated with the threshold model are illustrated in Fig- 
ure 4. Farm size distribution is assumed to be unimodal. When the new innovation is 
introduced, only farms with a size greater than L0 c will adopt. The critical size declines 
over time and this change triggers more adoption. The marginal adoption between the 
first and second year is equal to the area abLCL f .  Figure 4 assumes that the marginal 

decline in LCis constant because of the density function's unimodality. Marginal diffu- 
sion increases during the initial period and then it declines, thus leading to an S-shaped 
diffusion curve. It is plausible that farm size distribution (and the distribution of other 
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sources of  heterogeneity) will be unimodal and that combined with a continuous decline 

of LtCwill lead to S-shaped behavior. 9 

The threshold model was introduced by Paul David (1969) to explain adoption of  

grain harvesting machinery in the United States in the nineteenth century. He argued 

that the main source of  heterogeneity among farmers was farm size and he derived the 

minimum farm size required for adoption of  various pieces of  equipment. Olmstead and 

Rhode (1993) review historical documents that show that, in many cases, much smaller 

farms adopted some of the new machinery because farmers cooperated and jointly pur- 

chased harvesting equipment. This example demonstrates some of the limitations of  the 

threshold model, especially when heterogeneity results from differences in size. 

9 To have an S-shaped behavior, f2 yt 1/ft 2 > 0 for an initial period with t < ? and f2 yt 1/ft 2 < 0 for t > t'. 
Differentiation of (20) yields 

02Y~ 1 I Og(LC) t/OLC\2t ~ +g{LC~" o2LClt | 

Assuming unimodal distribution, let L C be associated with the model of g(L). As long as L C > 
L~Og(LC)/OL c < 0, then L c < L~Og(LC)/aL c > 0. At the early periods, 02LCt/Ot 2 may be small or 

even negative, but as t increases the marginal decfine in L C gets smaller and 02LC/ot 2 may be positive. 
Thus, the change of the sign of both elements of 02 Y~ ~Or 2 will contribute to S-shaped behavior. 
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The threshold model also applies in other cases where heterogeneity results from dif- 
ferences in land quality or human capital. For example, Caswell and Zilberman (1986) 
argue that modem irrigation technologies augment land quality, and predicted that drip 
and sprinkler irrigation will be adopted on lands where water-holding capacity is below 
a certain threshold. They also showed that adoption of these technologies by growers 
who rely on groundwater will be dependent on well depth. Akerlof's (1976) work on 
the "rat race" suggests that differences in human capital establish thresholds and result 
in differences in the adoption of different technologies and practices. 

The threshold models shifted empirical emphasis from studies of diffusion to stud- 
ies of the adoption behavior of individual farmers and a search for sources of hetero- 
geneity. Two empirical approaches have been emphasized in the analysis of monthly 
cross-sectional data on technological choices and other choices of parameters and char- 
acteristics of individual firms. In the more popular approach, the dependent variables 
denote whether or not certain technologies are used by a farm product or unit at a cer- 
tain period, and econometric techniques like logit or probit are used to explain discrete 
technology choices. The dependent variable for the second approach denotes the dura- 
tion of technologies used by farms. (They answer the question, How many years ago did 
you adopt a specific technology?) Also, limited variable techniques are used to explain 
the technology data. Qualitatively, McWilliams and Zilberman (1996) found that the 
two approaches will provide similar answers, but analysis of duration data will enable a 
fuller depiction of the dynamics of diffusion. 

2.1.4. Geographic considerations 

Much of the social science literature on innovation emphasizes the role of distance and 
geography in technology adoption [Rogers (1962)]. Producers in locations farther away 
from a regional center are likely to adopt technologies later. This pattern is consistent 
with the findings of threshold models because initial learning and the establishment 
of a new technology may entail significant travel and transport costs, and these costs 
increase with distance. 

Diamond's (1999) book on the evolution of human societies emphasizes the role of 
geography in the adoption of agricultural technologies. China and the Fertile Crescent 
have been source regions for some of the major crops and animals that have been do- 
mesticated by humans. Diamond argues that the use of domestic animals spread quickly 
throughout Asia and laid the foundation for the growth of the Euro-Asian civilizations 
that became dominant because most of these societies were at approximately the same 
geographic latitude, and there were many alternative routes that enabled movement of 
people across regions. The diffusion of crop and animal systems in Africa and the Amer- 
icas was more problematic because population movement occurred along longitudinal 
routes (south to north) and thus, technologies required substantial adjustments to dif- 
ferent climatic conditions in different latitudes. Diamond argues that there were other 
geographic barriers to the diffusion of agricultural technologies. For example, the slow 
evolution of agricultural societies in Australia and Papua New Guinea is explained by 
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their distance from other societies, which prevented diffusion of practices from else- 
where. 

Geography sets two barriers to adoption: climatic variability and distance. Investment 
in infrastructure to reduce transportation costs (e.g., roads and telephone lines) is likely 
to accelerate adoption. One reason for the faster rate of technological adoption in the 
United States is the emergence of a national media and the drastic reduction in the 
cost of access that resulted from the establishment of railroads, the interstate highway 
system, and rural electrification. 

Distance is a major obstacle for adoption of technologies in developing countries. 
The impediment posed by distance is likely to decline with the spread of wireless com- 
munication technologies. It is a greater challenge to adopt technologies across different 
latitudes and varying ecological conditions. The establishment of international research 
centers that develop production and crop systems for specific conditions is one way to 
overcome this problem. 

2.2. R i s k  cons idera t ions  

The adoption of a new technology may expand the amount of risk associated with farm- 
ing. Operators are uncertain about the properties and performance of a new technology, 
and these uncertainties interact with the random factors affecting agriculture. The num- 
ber of risks associated with new technologies gives rise to several modeling approaches, 
each emphasizing aspects of the problem that are important for different types of inno- 
vations. In particular, some models will be appropriate for divisible technologies and 
others for lumpy ones, and some will explicitly emphasize dynamic aspects while oth- 
ers will be static in nature. 

Much of the agricultural adoption literature was developed to explain adoption pat- 
terns of high-yield seed varieties (HYV), many of which were introduced as part of 
the "green revolution". Empirical studies established that these technologies were not 
fully adopted by farmers in the sense that farmers allocated only part of their land to 
HYV while continuing to allocate land to traditional technologies. Roumasset (1976) 
and others argued that risk considerations were crucial in explaining these diversifica- 
tions, while having higher expected yield also tended to increase risk. 

A useful approach to model choices associated with adoption of HYV is to use a static 
expected utility portfolio model to solve a discrete problem (whether or not to adopt 
the new technology at all); adoption can also be modeled as a continuous optimization 
problem in which optimal land shares devoted to new technologies and variable inputs 
are chosen, see [Just and Zilberman (1988), Feder and O'Mara (1981)]. 

To present these choices formally, consider a farmer with L- acres of land, which 
can be allocated among two technologies. Let i be a technology variable, where i = 0 
indicates the traditional technology, and i = 1 the modem one. Let the indicator variable 
be 6 = 0 when the modem technology is adopted (even if not adopted on all the land), 
and 61 = 0 when the modern technology is not adopted. When 6 = 0, L0 denotes land 
allocated to traditional technology and L 1 denotes land allocated to the new variety. The 
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fixed cost associated with adoption of the new technology is k dollars. Profits per acre 
under the traditional and modern technologies are ~r0 and 7q, respectively, and both 
are random variables. For convenience, assume that all the land is utilized when the 
traditional variety is used. Assume that the farmer is risk averse with a convex utility 
function U(W) where W is wealth after operation and W = W0 + H when W0 is the 
initial wealth level a n d / 7  is the farmer's profit. 

The optimal resource allocation problem of the farmer is 

max EU[W0 + 3(7c0L0 + :triLl - k) + (1 - 3)7r0L] 
8=0,1 
LI ,L0 

profits when modem ! 
technology is adopted J 

subject to L0 + L 1 ~< T 

profits when adoption } 
does not occur 

(21) 

Just and Zilberman (1988) considered the case where the profits under both technolo- 
gies are normally distributed, the expected value of profit per acre under technology i 
is mi, the variance of profit per acre of  technology i is a/2, and the correlation of the 
per acre profits of the technologies is p. They demonstrated that when the modern tech- 
nology is adopted (6 = 1) on part of  the land, but all of the land is utilized, the optimal 
land allocation to the modern technology (L~) is approximated by the function L~ (L). 
Formally, 

qSr (ATr) + RL,  (22) 

where E(ATr) = ml  - m0 is the difference in expected profits per acre between the 
modern and traditional technology, v(ATr) = v(Tq -- Jr0) = or02 + Crl2 -- 2pal(r0 is the 
variance of the difference of profit per acre of  the two technologies. Further, 

R = 
ao(ao - pal) 1 Or(Arc) ao 

v( AJr) -- -2 Oao v ( a ~ )  

is a measure of  the responsiveness of  v(Arc) to changes in ~0, and ~b is the Arrow-Pratt 
measure of  absolute risk aversion, dependent upon expected wealth. 

Numerous adoption studies have addressed the case where the modern technology 
increased mean yield per acre, E(Arr)  > 0, and had high variance as compared to the 
traditional technology, cr 2 > ~ .  These assumptions will be used here. First, consider 

the case where profits under the traditional technology are not risky, (c~02 = 0). From 

condition A, L~ = E(Ajr)/g)a~, adoption does not depend directly on farm size (only 
indirectly, through the impact of I on risk aversion), and adoption is likely to increase 
as the expected gain from adoption E(Arr)  increases and the risk of the modern tech- 
nologies (a~) decreases. 
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When cr~ > 0 and q5 is constant, Equation (22) suggests that L~ is a linear function of 

farm size L-. The slope of L~ is equal to R, and assuming a 2 > a 2, R = ao(ao - pal) - 
v(Azr) is smaller than one. When the profits of two technologies are highly correlated, 
p > cro/al, R < O, d L ~ / d L  < 0, and acreage of the modern technology declines with 
farm size. This occurs because the marginal increase with acreage (variance of profits) 
is larger than the marginal increase of expected profits that slow the growth or even 
reduce (when p > ao/a) the acreage of the modern and more risky technology of larger 
farms. 

Assume now that absolute risk aversion is a function of farm size (a proxy of expected 
wealth) denoted by 4~ (L). In this case, Just and Zilberman showed that the marginal 
effect of increase on the area of the modern technology is 

dL~ Lrl 
dL -- t /~ -  + (r - r/)R, 

where 77 = -4~ I L/4~ is the elasticity of absolute risk aversion and is assumed to be be- 
tween 0 (/7 = 0 implies constant absolute risk aversion) and 1 07 = 1 implies constant 
relative risk aversion coefficient, ~b(L) • L = constant). In this more general case, L' i 

may be a nonlinear function of L and may have a negative slope in cases of high corre- 
lation and small t/. 

Optimal land allocation to the modern technology, L~, is constrained to be between 0 
- -  r and L. Thus, it may be different than L 1 defined in (22). In cases with small 77 (4~ does 

not change much with L), the increase in risk (variance of profits) with size is much 
greater than the increase in expected profit with size. When L is close to zero, L~ > 

and thus where farm size is below a critical level, L-b, l° the modern technology should 
be fully adopted if it is optimal. From (22) the adoption of the modern technology is 
optimal if it pays for the extra investment it entails. Thus, farms below another critical 
size, La, cannot pay for the modern technology and do not adopt it. 

Figure 5 depicts some plausible relations between L~ and L. The segment Oabcd 

depicts the behavior of L~ when R > 0 and Lb > La. If Lb > La and R < 0, L~ is 

depicted by Oabce. If L-a > Lb, and R > 0, L~ is depicted by Ogh and if La > Lb and 
R < 0, L~ is depicted by Ogle. In the last two cases, there is no full adoption of the 
modern technology. 

Feder, Just, and Zilberman (1985) report the results of several studies that show that 
when adoption occurs, the full share of modern technologies declines with farm size 
among adopters. These findings are consistent with all the scenarios in Figure 5. 

2.3. Mechanisms to address product performance and "fit risk" 

Adopters of new technologies, especially if embodied in high capital costs that entail 
significant irreversible investment, face uncertainty with respect to the performance of 

10 At  L = Lb, L~ (L)b = -Lb. 
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the product, its reliability, and appropriateness of their operation. When a farmer buys a 
piece of machinery - be it a combine, harvester, seeder, or cultivator- and it has a break- 
down or major malfunction, it may cost a farmer much of his revenues. Conceptually, 
one may think about several solutions to address some risk, including insurance. The 
prevailing approach to address such risk is to form a product-backup system. To address 
the financial risks that are associated with the repair cost of a broken or malfunctioning 
product, especially in the early life of the product, manufacturers introduced mech- 
anisms such as warranties and established dealerships equipped to repair breakdowns. 
Thus, the combination of a warranty agreement and a well-functioning technical support 
system significantly reduces the amount of reliability risk associated with new products. 

Significant elements of agribusinesses, such as mechanic shops, are devoted to the 
repair and maintenance of new capital equipment. The availability and quality of per- 
formance of this support will determine the risk farmers face in adoption decisions and, 
thus, their ability to carry risk. One of the main advantages of large farming operations 
is their in-house capacity to handle repairs, breakdowns, and maintenance of equipment. 
That makes them less dependent on local dealers and repair shops, and reduces their risk 
of having to purchase (in many cases) new products. 

The value of the capacity to address problems of product equipment failure swiftly 
and efficiently is intensified by timing considerations. In many regions, harvesting sea- 
sons are short. Leaving a wheat crop unharvested for an extra day or two may expose 
it to damage due to rain, hail, or pests, thereby decreasing its yield. Market prices of 
perishable fruits and vegetables are significantly dependent on the timing of harvest; 
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a one-week delay in harvesting early season fruits or vegetables for shipping can re- 
duce prices by factors of 30 to 40 percent [Parker and Zilberman (1993)]. This timing 
consideration increases the value of a well-functioning product system. It may provide 
an explanation for the maintenance of excess capacity to harvest or conduct other vital 
activities. Of course, the extent to which farmers maintain excess capacity depends on 
how well the product support system functions. The agricultural community may estab- 
lish customs and other social and institutional arrangements for mutual help in a crisis 
situation associated with a breakdown of equipment. 

Adoption of new technology entails risk with respect to its appropriateness to the farm 
and its performance. Results of prior testing by manufacturers represent performance 
and conditions that may not be exactly similar to those of farmers. New technologies 
may also require special skills and training. Institutional arrangements to reduce the risk 
associated with the adoption of new technologies have been introduced. They include 
product information and demonstration such as educational materials in various media 
formats as well as hands-on demonstrations. The farmer may go to a dealership to see 
farm machinery in operation or the equipment may be loaned to the farmer for a super- 
vised and/or unsupervised trial period. For new seed varieties, manufacturers will send 
farmers samples of seeds for examination. Many farmers will plant small trial plots. 

When university researchers are the providers of new seeds, extension plays a major 
role in demonstration. In the case of new seed varieties and equipment developed by 
the private sector, extension plays an important role in demonstrating efficacy in local 
conditions as well as making objective judgments on manufacturers' claims regarding 
new products. 

In addition to various types of extension, the reduction of risk associated with per- 
formance and the appropriateness of new technologies is addressed by arrangements 
such as money-back guarantees. With money-back guarantees, the farmer is given the 
option to return the product. In this case, obviously the price of the product includes 
some payment for this option [Heiman et al. (1998)]. However, the money-back guar- 
antee agreement allows farmers longer periods of experimentation with new products. 
Generally money-back guarantees are not complete and a fraction of the original cost is 
not returned. 

Sometimes renting is used as a mechanism to reduce the risk associated with in- 
vestment in new products. For example, when sprinkler irrigation was introduced in 
California, the main distributor of sprinklers in the state was a company called Rain for 
Rent. This company rented sprinkler equipment to farmers. Over time, the practice of 
renting sprinkler equipment became much less common and more new sprinkler equip- 
ment was purchased. In some cases, farmers use custom services for an initial trial with 
new technologies, and invest in the equipment only when they feel more secure and 
certain about its properties. 

Many of the marketing strategies, including warranties, money-back guarantees, and 
demonstrations that are part of businesses throughout the economy, were introduced by 
agricultural firms including John Deere and International Harvesting. Currently, hun- 
dreds of millions of dollars are spent on promotion and education in the use of new 
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products. Unfortunately, not much research has been conducted to understand this as- 
pect of agricultural and technological change in agriculture. It seems, however, that a 
large body of empirical evidence regarding geographic concentration of new technolo- 
gies and geographic patterns of technology adoption may be linked to considerations of 
marketing and product support efforts. New technologies are more likely to be adopted 
earlier near market centers where dealers and product supports are easily available. 
Agricultural industries and certain types of technologies may be clustered in certain re- 
gions, especially in the earlier life of a new technology, and these regions will generally 
be located in areas that have technical support and expertise associated with the main- 
tenance and development of the technologies. It seems that considerations of marketing 
and geographic locations are two areas where more research should be done. 

2.4. Dynamic considerations 

The outcome of technology adoption is affected by dynamic processes that result in 
changes in prices of capital goods and input, learning by producers and users of capital 
goods, etc. Some of these processes have random components and significant uncer- 
tainty over time. Some of these dynamic considerations have been introduced to recent 
microlevel models of adoption behavior. 

2.4.1. Optimal timing of technology adoption 

The earlier discussion on threshold models recognized that timing of adoption may vary 
across production units reflecting differences in size, human capital, land quality, etc. 
The above analysis suggests that, at each moment, decision-makers select technolo- 
gies with the best-expected net benefits (or expected net present values adjusted by 
risk). Thus, when a new technology is available decision-makers continuously evaluate 
whether or not to adopt; when the discounted expected benefits of adoption are greater 
than the cost, the technology will be adopted. This approach may lead to suboptimal 
outcomes because decision-makers do not consider the possibility of delaying the tech- 
nology choice to take advantage of favorable dynamic processes or to enable further 
learning. These deficiencies have been corrected in recent models. 

2.4.2. Learning by using, learning by doing, and adoption of new technologies 

Consider a farmer who operates with a traditional technology and is considering adopt- 
ing a new one that requires a fixed investment. The increase in temporal profit from 
adoption at time t increases as more experience is gained from the use of this technol- 
ogy. This gain in experience represents learning by doing. Let to be the time of adoption 
and assume that self-experience is the only source of learning by doing. The increase in 
operational profits in t > 0 is Azr(t -- to), Ozr/Ot > 0. Let the fixed cost of investment 
in firm to be denoted by K(to). The process of learning by using reduces the manufac- 
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turing cost of fixed assets and results in reduction in K (to) over time. It is reasonable to 
assume that the effects of both learning processes decline over time. Thus, 

02rc(t -- to) OK(to) 02K(to)  
- -  < 0 , - - < 0 , - -  

Ot O(to) Ot 2 
> 0 .  

When the farmer disregards the learning processes in determining the time of adoption, 
adoption will occur when the temporal gain of adoption equals the extra periodical fixed 
cost. Let r denote discount rate and assume the economic life of the new technology is 
infinite. At to, 

A)r(O) = r K (to). 

When the learning processes are taken into account, the marginal reduction in invest- 
ment cost, because of learning by using, tends to delay adoption, and the marginal bene- 
fits from learning by using may accelerate the time of adoption. The optimal conditions 
that determine to in this more general case are 

(+) (-) (-) (+) 
OK(to) i c e  e -r t  Orc(t) 

AFI(O) -- r g ( t o )  ÷ O t ~  ÷ Jo Ot dt = 0 .  

Extra profit Investment Learning by Learning by 
from adoption cost doing effect using effect 

In cases where the new technology increases the productivity of an agricultural crop 
with constant returns to scale, 

A H  (t -- to) = Arc(t  -- to)" L ,  

where L is acreage. In this case, both the extra profit from adoption and the learning- 
by-using effects will increase with farm size and lead larger farms to be early adopters. 
Higher interest rates will tend to retard adoption because they will increase the invest- 
ment cost per period and reduce the learning-by-using effect. 

2.4.3. Adopt ion under irreversibility and uncertainty 

Adoption sometimes entails irreversible investments with uncertain payoffs. Delay of an 
adoption decision may enable the producer to obtain more information, reducing over- 
all uncertainty, and increasing expected discounted benefits by avoiding irreversible in- 
vestment when it is not worthwhile. This observation can be illustrated by the following 
example that analyzes adoption decisions in a simple, two-period model. 

The adoption decision requires an initial investment of $100. The returns from adop- 
tion consist of $50 at the initial period, $30 with probability of .5 (low returns case), 
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and $150 with probability of .5 (high returns case) in the second period. Let r be the 
discount rate. According to the neoclassical investment theory, adoption should occur 
at the initial period of  the expected net benefit of  this decision, and (ENPVo) is positive 
when 

~ + r  90 ENPVo = 50 ÷ [0.5 • 30 ÷ 0.5 • 150] - 100 -- 1 ÷ r 50. 

The standard expected net present value criteria will suggest adoption in the initial 
period when the discount rate is smaller than 0.8 (since ENPVo > 0 when 90/(1 + r) > 
50 for r < 0.8). However, the farmer's set of  choices includes an option to wait until 
the second period and adopt only in the case of  high returns. The investment associated 
with adoption is irreversible, and waiting to observe the returns in the second period 
enables avoiding investment in the case of  low returns. The expected net present value 
with this approach is 

( 1 5 0 -  100) 25 
ENPV1 = 0.5 + ~ - > 0. 

l + r  l + r  

When r = 0.5, ENPVo = 90/1.5 - 50 = 10, ENPV~ = 25/1.5 = 162/3, then the "wait 
and see" approach is optimal. This approach removes the downside risk of  the low- 
return case in the second period. The value added by waiting and retaining flexibility in 
light of  new information is called "option value" and in this example is defined below 
as follows: 

OV = max[NPV1 - NPVo,  0] = max 50 - 0 . 
l ÷ r '  

In the case of  r = 0.5, the option value is 6-2/3 and waiting to see the outcome of  the 
second period is optimal. In the case with r < 0.3, the option value is 0 and adoption in 
the initial period is optimal. 

This example is a simple illustration of a more complex, multi-period model of adop- 
tion. Suppose a farmer employs two technologies, traditional and modern. The temporal 
profit from each of  the technologies depends on a random variable, St. This may be the 
price of output or input, or it may be the value of a physical variable (climatic condi- 
tion) that affects profitability. The modern technology usually generates more profits 
but requires a fixed investment. Let the difference in temporal profit between the two 
technologies in period t be AI-I(SD = 171 ( S t )  - I - I o ( S t ) .  Assume that the temporal gain 
from adoption increases with St(OA17/OS: > 0). Let the cost of the investment in the 
new technology be denoted by K, and the discount rate be denoted by r. The farmer has 
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to determine when to adopt the modern technology. Let T be the period of adoption. 
The farmer's optimization problem is 

F Azr(St) I K 
max ~Es, L ( l-~ry j (i +r)r,  

T i=T 
IT=0,1 ..... oo1 

where Es, (-) denotes expectation with respect to St. The nature of the solution depends 
on the assumption regarding the evolution of the sequence of random variables St. For 
example, suppose St = St-1 + et where all the et's are independently and identically 
distributed random variables whose means are zero. (If they are normally distributed, 
St is generated by a "random walk" process.) This approach has been very successful 
in the analysis of options in finance, and Dixit and Pindyck (1994) and McDonald and 
Siegel (1986) applied it to the analysis of capital investments. They viewed investments 
with unrestricted timing as "real options" since the decision about when to undertake 
an investment is equivalent to the decision about when to exercise an option. McDon- 
ald and Siegel (1986) considered a continuous time model to determine the time of 
investment. They assumed that the S evolves according to a Wiener process (which is a 
differential continuous version of the process described above) and used the Ito calculus 
to obtain formulas to determine the threshold for adoption, S. Their analysis suggests 
that the threshold level of S increases as the variance of the temporal random variable 
ef increases. 

Their framework was applied by Hasset and Metcalf (1992) to assess adoption of en- 
ergy conservation in the residential sectors. Thurow, Boggess, and Moss (1997) applied 
the real option approach to assess how uncertainty and irreversibility considerations will 
affect adoption of free-stall dairy housing, a technology that increases productivity and 
reduces pollution. The source of uncertainty in their case is future environmental regu- 
lation. Using simulation techniques, they showed that when investment is optimal under 
the real option approach, expected annual returns are more than twice the expected an- 
nual returns associated with adoption under the traditional net present value approach. 
Thus, the real value approach may lead to a significant delay in adoption of the free-stall 
housing and occurs when pollution regulations are very stiff. 

Olmstead (1998) applied the real value approach to assess adoption of modern ir- 
rigation technology when water prices and availability are uncertain. Her simulation 
suggests that the water price leading to adoption under the real option approach is 133 
percent higher than the price that triggers adoption under the standard expected net 
present value approach. In her simulation, the average delay in adoption associated with 
the real option approach is longer than 12 years. 

There have been significant studies of adoption of irrigation technologies and, while 
adoption levels seemed to respond significantly to economic incentives, adoption did 
not occur in many of the circumstances when it was deemed to be optimal using the ex- 
pected present value criteria. Much of the adoption occurs during drought periods when 
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water prices escalate drastically [Zilberman et al. (1994)]. The option value approach 
provides a good explanation of the prevalence of adoption during crisis situations. 

The analysis of adoption behavior using "real options" models holds much promise 
and is likely to be expanded. In many cases, not all the adoption investment is "sunk 
cost". Some of it can be recovered. For example, capital goods may be resold, and 
added human capital may increase earning opportunities. The delay caused by adop- 
tion costs and uncertainties will likely be shorter if these costs are more recoverable, 
and institutions that reduce irreversibilities (rental of capital equipment, money-back 
guarantee agreements) are apt to increase and accelerate adoption. 

The real option approach provides new insight and is very elegant, but it does not 
capture important aspects of the dynamics of adoption. It assumes that decision-makers 
know the distribution of random events that determine profitability when it is more 
likely that a learning process is going on throughout the adoption process, and adopters 
adjust their probability estimates as they go along. Furthermore, while adoption requires 
a fixed initial investment, it also may entail incremental investments, especially when 
the intensity of use of a new technology changes over time. Thus, a more complete 
dynamic framework for analyzing adoption should address issues of timing, learning, 
and sequential investment. Some scholars [Chavas (1993)] have introduced models that 
incorporate these features, but this research direction requires more conceptual and em- 
pirical work. 

2.4.4. The Cochrane treadmill 

A key issue in the economics of innovation and adoption is to understand the impact of 
technology change on prices and, in particular, the well-being of the farm population 
over time. When a supply-increasing innovation is adopted to a significant degree, it 
will lead to reduction in output prices, especially in agricultural commodities with low 
elasticity of demand. When it comes to adoption of a new technology, Cochrane (1979) 
divided the farming population into three subgroups - early adopters, followers, and 
laggards. The early adopters may be a small fraction of the population, in which case 
the impact of their adoption decision on aggregate supply and, thus, output prices is 
relatively small. Therefore, these individuals stand to profit from the innovation. 

The followers are the large share of the farm sector who tend to adopt during the 
take-off stage of the innovation. Their adoption choice will eventually tend to reduce 
prices, which reduces profits as well. This group of adopters may gain or lose as a result 
of innovation. 

Finally, the laggards (the third group) are the farmers who either adopt at the lag 
stage of the adoption process or do not adopt at all. These individuals may lose from 
technological change. If they do not adopt, they produce the same quantity as before, at 
low prices; and if they adopt, the significant price effect may sweep the gain associated 
with higher yields. Thus, Cochrane argues that farmers, on the whole, are not likely 
to gain from the introduction of innovation in agriculture, except for a small group 
of early adopters. Introduction of new technology may lead to structural change and 
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worsen the lot of some of the small farms. The real gainers from technological change 
and innovation in agriculture are likely to be consumers, who pay less for their food 
bill. 

Kislev and Schori-Bachrach (1973) developed conceptual and empirical models 
based on Cochrane's analysis using data from Israel. They show that small subgroups of 
farmers are the early innovators who adopt the new technologies. When there is a wave 
of new technologies, these individuals, who have a higher education and other indica- 
tors of human capital, will consistently be able to take advantage of technology change 
and profit. The rest of the farming population does not do as well from technological 
change. 

The Cochrane results are modified in situations where agricultural commodities face 
perfectly elastic demand, for example, when adopting industry export goods from a 
small country. In this case, the impact of increased profitability associated with the in- 
troduction of a new technology will lead to an increase in land rents which may occur 
some time after the innovation was introduced. Thus, the early adopters, even if they are 
farm operators, may be able to make an above-normal profit as a result of their adop- 
tion decision, but most of the followers will not gain much from the adoption decision 
because their higher revenues will be reduced by an increase in rent. Laggards and non- 
adopters may lose because the higher rent may reduce their profits. Again, landowners 
will be gainers from the innovations, and not farmers who own no land. Thus, this ex- 
tension of Cochrane's model reaches the same conclusion-that at least some farmers do 
not benefit from technological change as much as other agents in the population. 

Cochrane's modeling framework was used to argue that, in spite of the high techno- 
logical change that occurs in agriculture and its dynamic nature, farmers may not be 
better off and actually some of them may be worse off from innovations. That may jus- 
tify the "farm problem" that occurred in much of the twentieth century where the well- 
being of farmers became worse relative to other sectors of the population. Cochrane's 
basic framework was not introduced formally. Zilberman (1985) introduced the dynam- 
ics of the threshold model of adoption that identified conditions under which the quasi- 
rents of farmers decline over time. His model did not take into account the changes in 
structure that may be associated with innovation agriculture. When innovations are em- 
bodied in technology packages that are both yield-increasing (high-yield varieties) and 
labor-saving (tractors and other machinery), and agricultural demand is inelastic, then 
technological change will reduce quasi rent per acre and make operations in the farm 
sector less appealing to a large segment of the population. Thus the early adopters are 
likely to accumulate more of the land, increasing their farm size. Over time, structural 
change will result in a relatively small farm sector, and earnings per farm may actually 
increase as farms become much bigger. Gardner's (1988) findings show that, in rela- 
tive terms, the farm population is now as well off or even better off than the nonfarm 
population, especially in the United States. His findings are consistent with the process 
of technological change that led to the accumulation of resources by small subgroups 
of the farm population while the rest migrated to the urban sector where earnings were 
better. But in addition to the gains from technological change, the adopters may also 
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have benefited from a commodity program that slowed the decline in prices as well as 
the processes of globalization that makes demand more elastic over time. 

A more formal and complete understanding of the distribution and price implications 
of technological change over time is a challenge for further research on the economics 
of technology adoption. Stoneman and Ireland (1983) argue that firms producing the 
components of new technology recognize the dynamics of adoption; they design their 
production and establish technology component prices accordingly, taking advantage 
of the monopolistic power. Thus there is a clear linkage between the economics of 
innovation and adoption that should be investigated further. An understanding of these 
links is essential for the design of better patent policy and public research strategies. 

2.5. Institutional constraints to innovation 

While agricultural industries tend to be competitive, the perfectly competitive model 
does not necessarily apply since farmers may face a significant number of institutional 
constraints and policies which affect their behavior significantly and result in outcomes 
that are different from those predicted by the perfectly competitive model. This insti- 
tutional constraint may be especially important in the area of technological change and 
adoption. Some of the most important constraints relate to credit as well as tenure rela- 
tionships, as addressed below. Note that institutional constraints may affect the patterns 
of adoption of new technologies, but on the other hand, the introduction of new tech- 
nologies may affect the institutional structure and operation of agricultural industries. 
We will concentrate on the first problem but will address both. 

2.5.1. Credit 

Asymmetric information between lenders and borrowers and the uncertain conditions 
in agriculture and financial markets have led to imperfections in the credit market, most 
notably credit constraints that affect adoption behavior [Hoff et al. (1993)]. In many 
cases, farmers use some of their own equity to finance at least part of their investments. 
In other cases, assets such as land or the crop itself are used as collateral for financing a 
new technology. The exact formulation of the credit constraint faced by farmers is quite 
tricky, but it is not unreasonable to approximate as a linear function of acreage. The 
reason is that, in many cases, land is the major asset of a farming operation. 

Just and Zilberman (1983) introduced a credit constraint in their static model of adop- 
tion under uncertainty. They assume that investment in the new technology is equal 
to k + c~L1 when ~ is investment per acre in the modern technology. The constraint 
on credit per acre is m dollars. Thus, the farm credit constraint is m L  >>, k ÷ ~ L I .  If 
m < c~l, there will be full adoption. However, if m > o~, the credit constraint will not 
bind for larger farms. Figure 6 depicts some plausible outcomes for the second case. 
Consider a case where R > 0 and La < Lb. Without the credit constraints, optimal allo- 
cation of land to the modern technology, as a function of farm size, is depicted by Oabcd 
in Figure 6. There may be several scenarios under the credit constraints. 
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m~ Small In terms of Figure 6, when credit is a binding constraint, L1 < - ~  q- c~ • 
farms (with sizes in the range Oa) will be non-adopters. Somewhat larger farms, in the 
range bh, will be credit-constrained partial adopters. Even larger farms (in the range hc) 
will specialize in the new technology, and farms of the largest size (corresponding to 
cd) will be risk diversifiers when m is smaller. Policies to remove credit constraints will 
be beneficial, especially to smaller farmers, and will enable some to adopt and others to 
extend their intensity of adoption. 

The credit constraints per acre may be affected by the lender's perception of the 
profitability of agriculture (and farmland prices that reflect the profitability). Initial sub- 
sidization of credit early in the diffusion process that will enhance adoption will provide 
evidence that may change (improve in the case of a valuable technology) the lender's 
perception of the profitability of the industry and the modem technology, and lead to a 
relaxation of credit constraints. It will thus facilitate further adoption. 

The interest rate and other financial charges may be differentiated according to size. 
Banks may perceive smaller farms to be more risky, so they may need to compensate 
for the fixed cost of loan processing, etc. II If the price of credit is higher for smaller 

11 There is significant evidence in the development literature that smaller operators face a higher interest cost. 
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farms, that extra hurdle will reduce the minimal farm size that is required for new tech- 
nology adoption and will slow adoption by smaller-sized farms. Thus, advantageous 
credit conditions may be another reason larger farms adopt new technologies earlier. 
The reduction of institutions such as the Grameen Bank in Bangladesh and organiza- 
tions such as the Bank of America in the United States, which in the beginning of the 
century facilitated loans to smaller operations, may be a crucial element in accelerating 
the process of technological change in improving adoption. 

The financial crisis of the 1980s has led to a realization of the significance of risk 
associated with emphasizing collateral considerations in loan generation. The value of 
assets such as land is highly correlated to the profitability of agriculture and, in peri- 
ods of crises and bankruptcies, land will be less valuable as collateral. That will lead 
to an increased emphasis on "ability to pay" as a criterion for loan generation. Thus, 
farmers need to provide sufficient guarantees about the profitability of their investment 
and their future ability to repay a loan. This may put investment in new technologies 
at a disadvantage because many of them do not have a sufficient track record that will 
assure banks of their economic viability. Banks may lack the personnel that are able to 
correctly assess new technologies and their economic value [Agricultural Issues Center 
(1994)]. 

One approach to overcoming this obstacle is by credit subsidies for a new technology, 
which may be appropriate in situations when investments generate positive externali- 
ties. However, an alternative and more prevalent solution is the provision of finance or a 
loan guarantee by the input manufacturer that leads to a reduction of the financial con- 
straints on farmers. Furthermore, it reduces the fixed cost of adoption since it reduces 
the cost of searching for a loan. (One of the major implications of restricted availability 
of credit is the higher cost of finance, even for people who eventually obtain the credit.) 
Indeed, some of the major automobile and heavy equipment companies have their own 
subsidiaries or contractual arrangements that provide financing for new purchases of 
equipment, and seed companies often play an important role in the provision of credit. 
In many cases farmers may obtain loans for credit provisions through cooperatives or 
government policies (see chapter on credit). 

2.5.2. Tenure 

There is a distinct separation between ownership and the operation of agricultural land 
throughout the world. About 50 percent of the farmland in the United States is operated 
by individuals who do not own the land, and the financial arrangements between own- 
ers and operators vary. In the development literature, there is a significant emphasis on 
the importance of tenure systems on technology adoption. Most of the literature takes 
tenure as given and assesses its impact on adoption of technologies. However, this im- 
pact depends on the arrangements as well as the nature of the technology. Furthermore, 
as we will argue later, the introduction of new technologies may result in new tenure 
relationships. 
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The simplest relationships are land rent contracts where operators pay a fixed rent to 
landowners. Several factors will determine how these contracts affect adoption behav- 
ior. In the case of short-term contracts, when operators are not secure in maintaining 
the same land for a long time, the likelihood that they will adopt a technology that re- 
quires investment in the physical infrastructure and improvement of the land is very 
low. In these cases, rental relationships may be a significant deterrent for the adoption 
of innovations. On the other hand, the fixed-rate rent will not be a major deterrent of 
adoption if the innovation does not require a significant modification of the physical 
infrastructure, or if it augments or is dependent upon the human or physical capital of 
the operator. For example, an operator may purchase a tractor to reduce the cost of his 
operation. The necessary condition for adoption in this case is that the operator rent 
a sufficient amount of land every year in order to recapture and repay the investment. 
Actually, in some cases, the existence of a well-functioning land rental market may ac- 
celerate adoption of technologies that require a significant scale of operation. In fact, 
some farmers may augment the land utilized by them by renting land from others, thus 
enabling them to adopt large equipment. This was the situation, for example, in Cali- 
fornia when the cotton harvester was introduced. Therefore, it is useful to distinguish 
between large operators who use rental agreements to increase the acreage under their 
control (the rental agreements may facilitate adoption) and small operators without land 
of their own. For these operators, due to the credit constraints, lack of land may be a 
deterrent for adoption, even for technologies that do not improve the land and related 
assets. 

2.5.3. Complementary inputs and infrastructure 

The introduction of new technologies may increase demand for complementary inputs 
and when the supply of these inputs is restricted, adoption will be constrained. High- 
yield "green revolution" varieties require increased water and fertilizer use. McGuirk 
and Mundlak's (1991) analysis of the adoption of high-yield varieties in the Punjab 
showed that adoption was constrained by the availability of water and fertilizer. Pri- 
vate investment in the drilling of wells, and private and public investment in the es- 
tablishment of fertilizer production and supply facilities removed these constraints and 
contributed to the diffusion of modern wheat and rice varieties in the Punjab. The adop- 
tion of high-yield maize varieties in the Punjab was much lower than wheat and rice, 
mostly because of disease problems. Adoption rates in maize might have been higher if 
complementary disease-control technologies were available. 

Some of the complementary input constraints are eased or eliminated with the appro- 
priate infrastructure. Effective research and extension programs may devise solutions to 
pest problems thus enabling the adoption of vulnerable varieties. Some of the model- 
ing and analysis of diffusion [Mahajan and Peterson (1985)] suggests that the diffusion 
rates in regions that are farther from commercial centers are lower. To some extent this 
reflects barriers for professional support and more limited and costly access to com- 
plementary inputs. Improvement in transportation infrastructure may thus be useful for 
enhancing adoption. 
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2.6. Adoption and farm policy 

Agriculture in developing and developed countries has been subject to government in- 
terventions that, in turn, affect technological change. Generally speaking, agricultural 
policies in developed countries aim to raise and stabilize agricultural incomes and, in 
some cases, to curtail supplies, while agricultural outputs have been taxed in developing 
nations. In both cases agricultural inputs have tended to be subsidized. 

In recent years, agriculture has been subject to new environmental policies that con- 
trol and affect the use of certain inputs that may cause pollution. The following is a 
discussion of the impacts of different policies on technological change. 

2.6.1. Price supports 

Just, Rausser, and Zilberman (1986) and Just et al. (1988) developed a framework, re- 
lying on the model presented in Equation (21), to analyze the impact of agricultural 
policies on technology adoption for farmers operating under uncertainty. They analyze 
various policies by tracing their impacts on price distributions of inputs and outputs as 
well as constraints (i.e., credit) on adoption. Price supports increase the mean of prices 
received by farmers and reduce their variability by setting lower price bounds. When 
the new technology has a yield-increasing effect (for example, high-yield variety), and 
if it is also perceived to have higher risk, price-support policies tend to increase its 
relative profitability, which leads to an increase in both the extent and intensity of adop- 
tion. McGuirk and Mundlak (1991) argue that the introduction of guaranteed markets 
for Punjabi food grain production by the government procurement policy (which was 
in essence a price support policy) enhanced the adoption of high-yield wheat and rice 
varieties in this region. 

The mechanism through which price supports impact the adoption behavior of farms 
of different sizes varies. Smaller farms may increase their adoption because of price 
supports (their impact on credit) and the reduction in the minimum size required to 
justify adoption. Larger farms that may be risk diversifiers will increase the share of 
modern technologies on their land because of the mean effect and the reduction in risk. 
Price supports may also enhance adoption of mechanical innovations when they in- 
crease the relative profitability of operations with a new technology and thus reduce the 
size threshold required for adoption. Price supports may enhance adoption also through 
their impact on credit. When the ability to obtain credit depends on expected incomes, 
price supports will increase adoption when credit is constrained. 

2.6.2. Combined output price supports and land diversion policies 

In the United States as well as in some European countries, the subsidization of prices 
has been accompanied by a conditional reduction in acreage. The higher and most se- 
cure prices on at least part of the land provide incentives for farmers to adopt yield- 
increasing varieties. On these lands, they raise the value of property and expected in- 
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come, which increases their capacity to obtain credit that may enhance the adoption of 
all types of technologies. 

Specific elements of the support program vary over time. In recent years, the base for 
support has not been the actual yield, but the average base yield that is dependent on the 
average past performance of either the farmer or the region. The acreage that provides 
the base for entitlement to the benefits of a diversion program also depends on past 
performance. According to the specifics of a program, farmers might expand their yield 
or acreage in order to expand their entitlements in the future. Thus, adoption of high- 
yielding technologies, or technologies that may be especially beneficial with marginal 
land, is more likely to occur with price supports/diversion policies. 12 The historical 
record that provides a base for future program entitlements may, on the other hand, 
provide disincentives to adopt new crops or to introduce nonprogram crops to certain 
areas and thus reduce the flexibility of farming. The 1996 Farm Act in the United States 
makes entitlements that are independent of most farming activities, including choice of 
crop. However, even under this bill, land that is entitled to income support is somewhat 
restricted in its choice of crops, and that may retard the adoption and introduction of 
new crops to some of the major field crop regions of the United States. 

Cochrane (1979) argued that the commodity programs in the United States played 
a major role in the adoption of mechanical and chemical innovations by reducing risk 
and increasing profitability per acre. The commodity programs as well as the increases 
in demand and prices during and after World War II led to modernization and struc- 
tural change in U.S. agriculture. De Gorter and Fisher (1993) used a dynamic model to 
show that the combination of price supports and land diversion led to intensification of 
farming in the United States. Lichtenberg's (1989) work demonstrates the importance 
of economic incentives for the adoption of center-pivot irrigation in Nebraska and other 
Midwestern states, and suggests that expansion of the irrigated land base in these states 
benefited from the support programs of the 1970s and 1980s. 

2.6.3. Output  taxation 

Taxation of agricultural outputs, prevalent especially in developing countries, has a dis- 
astrous effect on technological change. It reduces the incentive to adopt yield-increasing 
technologies, increases the scale of operation that justifies financing purchases of new 
equipment, and depresses the price of agricultural land, thus reducing the ability to bor- 
row. Furthermore, with lower prices, there are incentives to apply intensively modern 
inputs, which are associated in many cases with the adoption of modern, high-yield vari- 
eties in developing countries. The low growth of Argentinian agriculture between 1940 
and 1973 is a result of output taxation and other policies that reduced relative prices 
of agricultural products and slowed investments and technological change in this sector 
[Cavallo and Mundlak (1982)]. 

12 The work of Zilberman (1984) provides a rigorous argument on the impact of programs such as deficiency 
payments and diversion policies on the expansion of acreage and supply. 
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2.6.4. Trade liberalization and macroeconomic policies 

The adoption of innovations is likely to be significantly influenced by policies that af- 
fect the general economy. This may include trade and exchange rate policies as well 
as macroeconomic and credit policies. Macroeconomic policies that lead to high inter- 
est rates may reduce adoption because investment in new technologies is more costly. 
Adoption of mechanical innovations may suffer more significantly with high interest 
rates, while farmers may switch to technologies that are labor-intensive. 

Changes in international trade regimes will affect various regions differently accord- 
ing to their relative advantage. The opening of markets in the United States led to the 
introduction of high-value varieties in different communities in Central America [Car- 
letto et al. (1996)]. This change in cropping was combined with the establishment of a 
new infrastructure and the construction of packinghouses and transportation facilities. 
Thus, when a change in trade rules seems permanent, it may lead to a complete overhaul 
of the infrastructure, and that may enable adoption of new crops and modernization. 

Favorable pricing because of trade barriers enables growers in Europe, Japan, and 
some parts of the United States to adopt yield-increasing varieties, to invest and de- 
velop greenhouse technologies, and to expand the capacity of different technologies, 
including irrigated agriculture, in situations that would not have warranted it under free 
trade. The growth and investment in the agricultural sector in both Argentina and Chile 
suffered during periods when international trade was constrained, and benefited from 
trade liberalization [Coeymans and Mundlak (1993), Cavallo and Mundlak (1982)]. 

2.6.5. Environmental policies 

A wide array of environmental regulations affects technologies available for agricul- 
ture. Pesticide bans provide a strong incentive for the development of alternatives at the 
manufacturer level and for the adoption of alternative strategies including nonchemical 
treatment, biological control, etc. On the other hand, the lack of availability of chemi- 
cals may retard adoption of high-yield varieties or new crops that are susceptible to a 
particular pest, especially in cases where nonchemical alternatives are not very effec- 
tive. The elimination of DBCP (with its unique capacity to treat soil-borne diseases) in 
the mid-1980s in California led, on the one hand, to the abandonment of some grape 
acreage and a switch to other crops. At the same time, it enhanced the adoption of drip 
irrigation that enabled applications of alternatives in other areas. 

2.6.6. Input subsidies 

There is a wide body of literature [Caswell (1991)] that shows that subsidized water 
pricing tends to retard the adoption of modern irrigation technologies. However, subsi- 
dized input led to the adoption of high-yield varieties and "green revolution" technolo- 
gies in countries like India. They also increased profitability and thus have an indirect 
positive impact on adoption through credit effects. Similarly, subsidization of pesticides 
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and fertilizers led to the adoption of high-yield varieties and chemical-intensive tech- 
nologies in developing and developed countries alike, which is also likely to result in 
problems of environmental pollution since the environmental side effects of agriculture 
are often the result of excessive residues. Alternatively, elimination of subsidies and 
especially taxation of chemical inputs may lead to adoption of more precise applica- 
tion technologies that will reduce residues and actually may increase yield [Khanna and 
Zilberman (1997)]. 

2.6. 7. Conditional entitlements of  environmental programs 

Governments have recognized that they can use entitlements to support programs condi- 
tional on certain patterns of behavior. Therefore, in recent years there have been attempts 
to link entitlements to income supports, policies, and other subsidization to certain pat- 
terns of environmental behavior. A program like the Environmental Quality Incentives 
Program (EQIP) in the United States attempts to induce farmers to adopt practices such 
as low-tillage and soil testing, and to reduce the application of chemicals in exchange for 
entitlements for some support. In some cases, the benefits of such a program are short- 
lived and farmers may quit using modern practices once the program benefits disappear. 
On the other hand, especially when it comes to new, untested technologies, elements 
of learning-by-doing and experience may improve the profitability of those technolo- 
gies that have some environmental benefits so that farmers recognize their economic 
advantages. Thus, the adoption of such technologies may persist in the long run. 

3. Future directions 

Research on agricultural technology evolves from the technology and the institutions 
associated with it. At present, agriculture is undergoing a technological revolution as 
evidenced by the introduction of biotechnology and precision technology. We are also 
witnessing related processes of industrialization, product differentiation, and increased 
vertical integration in agriculture [Zilberman et al. (1997)]. These changes raise new 
issues and introduce new challenges. Several significant changes have been observed 
thus far from the emergence of biotechnology [Zilberman et al. (1998)]. 

With many past technologies, university research identified some of the basic con- 
cepts while most of the innovations were done in industries. However, with biotech- 
nology, universities are the source of numerous new discoveries, and technology trans- 
fer from universities to industries has triggered the creation of leading products and 
companies. The unwillingness of private firms to develop university innovations with- 
out exclusive rights motivated the establishment of offices of technology transfer that 
identified buyers who would share the rights to develop university innovations. Each 
arrangement provides new sources of funding to universities since royalties are divided 
among universities, researchers, and departments. Thus far, income from technology 
transfer revenues has paid less than 5 percent of university research budgets. However, 
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in some areas (biology and medicine) it made a difference. Most of the royalties were 
associated with fewer than 10 innovations [Parker et al. (1998)], reinforcing our exist- 
ing knowledge that benefits to research tend to concentrate on a small number of critical 
innovations. Established companies were not willing to buy the rights to develop some 
of the most radical, yet important, university innovations and biotechnology. Thus, of- 
rices of technology transfer, working with venture capitalists, helped to establish new 
upstart companies, some of which became leading biotechnology firms (e.g., Genen- 
tech, Chit'on and Amgen). As these companies grew and became successful, some of 
the major multinationals bought a majority of shares in these companies. Thus, most of 
the activities in biotechnology have been in medical biotechnology. However, 1996 was 
the breakthrough year for agricultural biotechnology as millions of acres were planted 
with pest-resistant varieties of cotton and soybeans. In agricultural biotechnology, we 
see again the importance of small startups from the collaborations between university 
researchers and venture capitalists. Most of the startups in agricultural biotechnology 
have been acquired by giants like Monsanto and DuPont. 

The evolution of biotechnology suggests that the university is becoming a major 
player in industrial development, and it affects the structure and competitiveness of in- 
dustries. University researchers working with venture capitalists generate new avenues 
of product development. Sometimes they may force some of the giant companies to 
change their product development strategy, and may even give up some of their monop- 
olistic power. Other forms of contractual relationships between university researchers 
and industries are being established. For example, industries support certain lines of re- 
search for an exclusive option to purchase the rights for technology. Furthermore, some 
researchers suddenly find themselves wearing another hat, that of a partner in a technol- 
ogy company, and that may affect the way universities run their patterns of payments 
and support for researchers. Given these new realities, there is a need for both empirical 
and conceptual research on innovations and the relationships between public and private 
research. We need to better understand the existing arrangements of royalties, sharing 
of royalties within the university, the relationship between publications and patents, and 
the effect of university research and industrial structure, etc. 

With computers, biotechnology, and other new technologies, most of the value is now 
embodied in specific knowledge. The Cohen-Boyer patent once generated the largest 
revenues to universities. In this case, companies paid for the right to use a process for 
genetic manipulation. The key to biotechnology is the process of innovation (which 
specifies how to conduct specific manipulation) and product innovation (which specifies 
what type of outcomes can be controlled by which genes). New genetic engineering 
products will be produced by combining certain procedures and items of knowledge 
that are protected by certain patent rights. In principle, the developers of new products 
should pay the royalties to whoever owns the patents. Thus the markets for rights to 
different types of knowledge will emerge. 

A new research agenda is suggested to address the economics of intellectual prop- 
erty rights. In particular, it should address pricing rules for different types of intellec- 
tual property rights and the design of biotechnology products given the price structures 
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for different processes and product innovations. An important area of understanding is 
the pricing of international property rights within complex international systems where 
protection of intellectual property rights is not always feasible and where there are sig- 
nificant disparities in income. 

The research in intellectual property rights will also have implications on the issues 
of biodiversity and compensation for developing countries for genetic materials that 
are embodied in their natural resources. Other related issues include the incentives for 
and integration of research to develop basic foods; the alleviation of starvation in the 
poorest countries; how new emerging industrial orders in agriculture and biotechnology 
can provide appropriate technologies to these countries; defining the role of interna- 
tional research institutes and other public entities (e.g., the United Nations and global 
organizations) in conducting research aimed at the poorest countries; and what type of 
payment arrangement should exist between research units focused on developing coun- 
tries and commercial firms in the more developed nations. 

Materials and chemicals that were previously produced by chemical procedures may 
be produced through modified biological organisms. First, biotechnology in agriculture 
will produce alternative forms of pest control and pest-resistant varieties but, over time, 
it will produce higher quality food products and new products such as pharmaceuticals 
and fine chemicals, see [Zilberman et al. (1997)]. With biotechnology the value added of 
seeds will increase to include some of the rent that was accrued to chemicals. Pesticide 
manufacturers ~ilready have become major players in biotechnology and are taking over 
seed companies in order to obtain a channel to market their products. Often the owners 
of the rights to patents try to capture some of the rent through contracting; thus, biotech- 
nology will provide both the incentives to enhance contractual arrangements and vertical 
integration in agriculture. Some of the recent mergers and acquisitions in agricultural 
biotechnology can be explained by attempts to obtain rights to intellectual property and 
access to markets [Rausser et al. (1999)]. Finally, biotechnology causes firms with agri- 
cultural characteristics (for example, dairies, livestock operations, and even field crop 
operations) to produce products in areas that are not traditionally agricultural (pharma- 
ceutical, oils, coloring). As the borderline between agriculture and industry becomes 
fuzzier, new models replace the competitive models as the major paradigm to assess 
agriculture. 

The new product lines and the new types of industrial organization that may occur 
with biotechnology will raise environmental concerns and management issues. Biotech- 
nology, thus far, has had a good track record, but it could have a negative potential. The 
design of the regulatory framework will significantly affect the structure of biotechnol- 
ogy industries and their impact. A more restrictive registration process, for example, 
may lead to a more concentrated biotechnology. Thus, it will become a research and 
policy challenge to modify the registration process and to balance the risks and bene- 
fits associated with biotechnology through monitoring over time. The optimal design of 
intellectual property rights agreements in biotechnology will become another issue of 
major concern. Patent rights that are too broad will lead to concentration in industries. 
It may stymie competition but may encourage a small number of firms to invest heav- 
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ily in new products. Biotechnology patent protections that are too narrow may prevent 
significant investment in a costly research line. 

Over the last 30 or 40 years, precision technologies have evolved that adjust input use 
to variation over space and time and reduce residues. The use of precision technologies 
is still in its infancy. The development of computer and satellite technology suggests a 
new, vast potential, but it has had limited use thus far. However, new products are con- 
tinuously being introduced, and some types of precision technologies will play a major 
role in the future of agriculture. One challenge in improving precision technology will 
be to develop the software and management tools that will take advantage of new in- 
formation. That will present a significant challenge to researchers in farm management. 
Other issues involve the development of institutions that take advantage of network ex- 
ternalities associated with knowledge and that accumulate and distribute information 
that is pertinent to farm management. The pricing of knowledge will also become a 
major issue of research within the context of precision farming. 

Another important issue associated with precision farming is the potential for im- 
proving environmental quality. The adoption of precision farming may be induced by 
environmental regulation. The link between environmental regulation, research, devel- 
opment, and the adoption of new products needs to become clearer and provide insight 
to improve institutions and incentives. Most of the research on technology and innova- 
tion thus far has been done within regional bounds, but one of the main challenges of the 
future is to analyze issues of research and development within an international context. 
We need to better understand issues of technology transfer and intellectual property 
rights within nations. In some cases we need to better understand the mechanisms of 
collaboration between nations to address either global problems or to take advantage of 
increases in returns to scale. International food research centers and some existing bi- 
national research and development arrangements have become very prominent. 13 These 
types of arrangements may become more important in the future and should be further 
investigated. Furthermore, the relationship between the private and the public sectors in 
research and development should be viewed in a global context. A multinational corpo- 
ration may change the research activities and infrastructure between nations in response 
to changes in economic conditions, and the activities of such private organizations de- 
pend both on national and international public sector policies. 

International aspects of research and development are especially important in light 
of trade agreements such as GATT and NAFTA, and there is very little knowledge on 
how international trade agreements affect research and development. However, this type 
of knowledge is crucial because R&D is becoming a key element in the evolution of 
agricultural industries. An important issue to address, of course, is the development of 
research infrastructure on global problems, for example, private global climate change. 
Thus far, this research has been conducted by individual nations without much coor- 
dination of finance, finding, and direction. As we recognize our interdependence and 

13 For evaluation of the Binational Agricultural Research Development (BARD) fund between Israel and the 
United States, see [Just et al. (1988)]. 
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the importance of issues such as global management of natural resources, fisheries, and 
biodiversity, we need to determine what type of mechanism we should use to enhance 
efficiency and research in knowledge development on a global basis. 

In addition to an abundance of new research topics on innovations that should be ad- 
dressed in the future, there are new research techniques and paradigms that seem very 
promising for the future. The new evolution in finance examines investments within 
the context of dynamics, and uncertainty should be further incorporated to assess the 
economics and management of research. Research activities should be evaluated as part 
of the management portfolio and financial activities of firms and concerns. The use of 
financial tools will provide new avenues for pricing research products and international 
property rights. However, tools, while very useful, have limits of their own. We need 
to better understand what kinds of processes, in terms of technology and economic and 
physical forces, give rise to the stochastic processes that are used in financial manage- 
ment. We need to better understand the dynamics of uncertain events and how they 
affect markets. Research agendas that link general equilibrium modeling with financial 
tools are an important challenge to economics in general but will be very important in 
the area of agricultural research and development. 

Much of the research has emphasized technical innovations but it may be just as im- 
portant to understand institutional innovations. What are the reasons for the emergence 
of institutions such as futures markets, farmer cooperatives, product quality warranties, 
etc.? To what extent are these institutions induced by economic conditions? How do hu- 
man capital and political structures affect the emergence of institutions? Zilberman and 
Heiman (1997) suggest that economic research contributed to the emergence of insti- 
tutional innovations (e.g., Keynesian macroeconomic policies, emission, etc.). But this 
topic needs to be studied in-depth which will enable better assessment of investments 
in social science research. Research on the emergence of institutions will benefit if we 
have a better understanding of how institutions actually work and the main features that 
characterize them. 

Innovative activities are critically dependent on human capacity to make decisions 
and learn. The assumption of full rationality that characterizes many economic models 
is unrealistic. It will be useful to borrow the modeling approach from psychology and 
other behavioral sciences, and develop models of learning, adoption, and other choices 
that recognize bounded rationality. Thus far, there is much successful research in other 
areas, in particular, on uncertainty, and such direction will be very important in the study 
of innovation and technology. 

Technological innovation and institutional change have a profound effect on the evo- 
lution of the agricultural sector. The agricultural economic literature on innovation 
clearly documents that innovations do not occur randomly, but rather that incentives 
and government policies affect the nature and the rate of innovation and adoption. Both 
the generation of new technologies and their adoption are affected by intentional public 
policies (e.g., funding of research and extension activities), unintended policies (e.g., 
manipulation of commodity prices), and activities of the private sector. One of the chal- 
lenges of designing technology policies in agriculture is to obtain an optimal mix of 
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public and private efforts. Design of these policies will require improved understand- 
ing of the economics of complex processes of innovation, learning, and adoption in a 
myriad of institutional and technological settings. Economists have made many notable 
advances through their research on innovation and adoption, but there remains much to 
be discovered. 
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Abstract 

Over the last few decades, the structure of agricultural production around the world 
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1. Introduction 

The process of food production has changed significantly over time and over space. 
Changes have been influenced by the dynamic interactions between improved technolo- 
gies and increasing human population [Boserup (1965)]. Over the centuries, the produc- 
tion process has evolved from simple forms of food gathering (e.g., hunting and fishing) 
to complex biotechnologies (e.g., genetic engineering). Hunting and fishing activities 
remain important sources of food in some parts of the world, and extensive production 
systems (e.g., pastoralism) still play significant roles in food production where popula- 
tion density is low and/or land productivity is low. However, intensive forms of produc- 
tion are now commonly found around the world. These intensive forms have typically 
been associated with high population densities, productive land, and rapid technological 
progress. 

The evolving organization and structure of agricultural production remains a subject 
of considerable interest. Historically, land rights and relations have evolved in response 
to changing population density, market access, and agrarian policy [Boserup (1965), 
Binswanger et al. (1993), Binswanger and Deininger (1997)]. At the microeconomic 
level, various institutional forms can support food production, from territorial rights as- 
sociated with hunting and fishing, to collective farms (e.g., the Israeli kibbutz), to private 
farms. Private farms include large commercial farms relying extensively on hired labor 
as well as family farms relying mostly on family labor. Around the world, the current 
prevalence of the family farm as a socioeconomic unit of agricultural production (where 
it is often difficult to distinguish between production unit and household consumption 
unit) is particularly noteworthy. 

The evolution of farm structure is part of a complex evolution of the farm sector and 
its role in a global economy. The main function of the farm sector is to feed a grow- 
ing world population. The world population reached 6 billion people in 1999, up from 
5 billion people in 1987. Feeding this growing population is a significant challenge, sug- 
gesting a strong and increasing demand for food. In this context, it may be surprising to 
see that the average real price of food has been declining over the last few decades. This 
has been possible only because of a large increase in food production and remarkable 
productivity gains. This stresses the importance of technical change in agriculture. 

Another notable characteristic of the food sector is the instability of its markets. Part 
of the instability is due to weather effects, which affect farm production, farm prices, 
and farm income. Part of the instability is also due to the low price elasticity of demand 
for food and the perishability of a number of food commodities. An inelastic food de- 
mand means that food prices can react sharply to small changes in food supply. This 
suggests significant risk in anticipating agricultural prices. The instability of agricul- 
tural markets and farm income can raise questions about whether market prices always 
provide appropriate guides to efficient resource allocation in the food sector [e.g., Innes 
and Rausser (1989), Newbery and Stiglitz (1981)]. This seems particularly relevant in a 
period of market liberalization, where the role of government in agriculture is declining 
around the world, with greater emphasis being given to markets and trade. 
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2. The structure of agricultural production 

J.-P. Chavas 

Since the beginning of the twentieth century, the spread of mechanization, increased 

land productivity due to technical progress (e.g., the "green revolution"), and rural mi- 
grations toward cities have transformed the system of agricultural production around 

the world. The transformation has taken many forms. 
First, migration from rural areas toward urban jobs has been associated with the 

growth of the industrial and service sector, and with a sharp increase in farm labor 
productivity due in large part to mechanization. In situations of slow economic devel- 

opment, few urban jobs and a slow growth in the industrial sector have restricted the 
labor migration flow and reduced the demand for farm mechanization. Alternatively, 

in situations of rapid economic growth, significant labor migrations have reduced the 

proportion of the active labor force employed in agriculture. Taking place over several 
decades, this process has transformed farming into a sector employing only a small por- 

tion of the active population. In developed countries, such changes have induced a trend 

toward mechanization and significant increases in farm size. 

The product mix produced by farmers has also changed. In general, farms have 

evolved toward greater product specialization. In developed countries, this can be seen 

today through the development of large, specialized animal production units in broiler, 
dairy or pork production (which contrast with the more traditional mixed crop-animal 

farms). 
Agricultural sectors around the world are increasingly relying on trade and market 

mechanisms as a means of guiding resource allocation in agriculture. This coincides 

with a decline of food self-sufficiency motive as a guiding force for the organization 

and structure of farming, at both the micro level and the national level. As trade for food 

and fiber developed, the role of agricultural markets has become more important both 
in developed and developing countries. At the national level, this means less reliance on 

government programs. At the farm level, economic survival pushes managers toward 

implementing efficient production systems adapted to local conditions, toward develop- 

ing marketing skills that can take advantage of market opportunities, and toward risk 
management strategies that can effectively deal with weather risk and changing market 

conditions. 
Finally, the increasing role of contracts in agriculture is worth emphasizing. For ex- 

ample, the broiler sector has exhibited high growth and significant productivity gains 

over the last 40 years. It has also been associated with the development of vertical inte- 
gration, where coordination between different stages of the marketing channel is done 
mostly through contracts. The use of contracts as a control and coordination mechanism 
is also commonly found in vegetable production, and increasingly in pork production. 
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3. Farm structure 

3.1. Farm size a n d  returns  to scale  

Issues related to the structure of agriculture and to the survival of the family farm have 
long been subjects of  interest and controversy [see, e.g., Allanson (1992), Gale (1993), 
Goetz and Debertin (1996), Hearn et al. (1996), Lianos and Pafliarou (1986), Weiss 
(1998)]. At the center of  this debate is the relationship between farm size and economic 
efficiency: are large farms more efficient than small farms? Is it possible to identify an 
"optimal" farm size? The nature of returns to scale in production can help shed some 
light on these issues. 

Returns to scale reflects the relationship between average production cost and firm 
size. Increasing (decreasing) returns to scale corresponds to an average cost (per unit 
of  output) 1 being a decreasing (increasing) function of  output. And constant returns 
to scale means that average cost is unaffected by firm size. Alternatively, finding that 
larger firms exhibit a lower (higher) average cost identifies the presence of  economies 
(diseconomies) of scale. In crop production, it often appears relevant to consider land as 
a fixed factor. Then, returns to scale can be alternatively measured in terms of  the prop- 
erties of  the average return per unit of  land: increasing (constant, decreasing) returns to 
scale corresponds to the average return per unit of land being an increasing (constant, 
decreasing) function of  farm acreage. In this context, the average return per acre is the 
Ricardian rent, measuring the return to land after all other factors of  production have 
been remunerated [e.g., see Chavas (1993)]. 2 

Under free entry and exit, competitive firms producing under increasing returns to 
scale implies negative profit, giving incentives for firms to either exit the industry or 
expand. And competitive firms producing under decreasing returns to scale implies 
positive profit, providing incentives for new firms to enter the industry. Thus, under 
perfect resource mobility, industry equilibrium is expected to include only firms pro- 
ducing in the region of  constant returns to scale (which exhibits neither increasing nor 
decreasing returns to scale). This has stimulated much research trying to identify the 
shape of  the average cost function as it relates to farm size. Alternatively, in the ab- 
sence of  perfect resource mobility, power relations can become closely linked to land 
rights and the structure of  agricultural production [e.g., De Janvry (1981), B inswanger 
et al. (1993), Binswanger and Deininger (1997)]. For example, Binswanger et al. argue 
that the historical emergence of  large farms in many developing countries was based on 
power relations and economic distortions, where the international competitiveness of  
these farms was often maintained by subsidies involving significant social costs. Such 
situations motivated agrarian reforms redistributing land with an attempt to improve 
both equity and efficiency. 

I In a multi-output framework, the relevant function is the ray-average cost function, i.e., the cost of produc- 
tion per unit of a factor proportionally rescaling all outputs [see Banmol (1982)]. 
2 This means that land rent should not be lxeated as a cost in cost of production studies. 
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In developing countries, there is debate about the inverse relationship often observed 
between farm size and productivity [e.g., Rao and Chotigeat (1981), Eswaran and Kot- 
wal (1986), Binswanger et al. (1993)]. The argument is that, compared to large farms, 
small family farms face lower labor cost because of lower cost of labor supervision. 
Then, in situations of unequal land distribution, land reform can in principle generate a 
more egalitarian access to land while increasing farm productivity and efficiency [e.g., 
by combining "underused" labor from small farms and the landless with "underused" 
land on very large farms; see Berry and Cline (1979)]. However, small farms may face 
higher capital cost (e.g., due to credit rationing and capital market imperfections) if large 
farms have better access to the capital markets. In such a situation, it is possible for the 
relationship between farm size and productivity to be U-shaped, large farms enjoying a 
credit cost advantage while small farms enjoy a labor cost advantage [Binswanger et al. 
(1993)]. 

In agriculture of developed countries, the empirical evidence suggests that the average 
cost function has a typical L shape: average cost tends to decline for small farm sizes, 
and then reach a lower plateau for average to large farm sizes [e.g., Hall and Leveen 
(1978)]. This suggests three points. First, economies of scale seem to exist for small 
farms. Second, there is no strong evidence that diseconomies of scale exist for large 
farms. Third, there is a fairly wide range of farm sizes where average cost is approxi- 
mately constant [e.g., Kislev and Peterson (1996)]. This has focused some attention on 
the "minimum efficient" farm size, i.e., the smallest farm size that can capture the bene- 
fits of economies of scale. Knowing this minimum efficient size is particularly relevant 
for the evaluation of the efficiency of farm structure and land reform policy. 

One problem is that there is no clear consensus on what the "minimum efficient" 
farm size is. For example, Hall and Leveen's (1978) analysis suggests that in California 
this minimum may be around 100 acres of land. But there is also evidence that small 
farms can be scale-efficient in developed countries [e.g., Garcia et al. (1982)] as well 
as in developing countries [e.g., Yotopoulos and Lau (1973), Kalirajan (1981)]. For 
example, Yotopoulos and Lau, and Kalirajan provide evidence that, in India, small farms 
(fewer than 10 acres) are at least as efficient as large farms. How can we reconcile these 
apparent inconsistencies? 

First, farmers have the option of choosing among different technologies, each one 
adapted to particular farm sizes. The typical situation is that, for a given technology, 
average cost tends to decrease with size, up to some capacity beyond which average 
cost increases. As farm size increases, a switch can take place from one technology 
to another better adapted to larger sizes (e.g., through capital investment and mecha- 
nization), so that the region of decreasing returns to scale is often not observed. Also, 
the minimum average cost of each technology may be fairly constant across technolo- 
gies. This implies that the lower-bound envelope of the minimum average cost across 
technologies (the "long-run average cost" function) is rather flat. This is illustrated by 
Matulich (1978), in the context of studying the relationship between average cost and 
herd size in U.S. dairy farms. This suggests that, while increasing returns to scale may 
well be present for a given technology, the situation of constant returns to scale may be 
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approximately satisfied across technologies for a wide range of farm sizes. This would 
help explain why there is empirical evidence of increasing returns and constant returns 
to scale appearing to coexist in agriculture. Also, it helps explain why farm size can 
vary over such a wide range, both within a country and across countries. This indicates 
that, as long as farms have access to a technology adapted to their size, there may not 
be great efficiency gains from changing farm sizes or from land redistribution schemes. 
The land redistribution programs recently implemented in South Africa or in the former 
Soviet Union (FSU) have been motivated by both efficiency and equity concerns. This 
suggests that, provided that they can be implemented without adverse effects on farm- 
ers' access to markets or technology, land reform programs can improve wealth equity 
while maintaining or even enhancing (e.g., due to better incentives under decentralized 
management in the FSU) agricultural productivity. However, avoiding these adverse ef- 
fects while redistributing land can be difficult. As a result, the success of land reform 
policies can vary significantly across countries [e.g., see Lerman (1999), for the recent 
FSU experience]. 

Second, the empirical estimation of returns to scale often depends on the measure- 
ment of cost. In agriculture, the measurement of the cost of family labor is problematic. 
Family labor is often valued at its opportunity cost [e.g., Hall and Leveen (1978)]. How- 
ever, measuring precisely this opportunity cost may be difficult. Also, there are some 
questions about whether opportunity cost is the appropriate value of family labor. Mi- 
croeconornic theory suggests that family labor has a "shadow value" which can depend 
on both its opportunity cost, and on household preferences with respect to time alloca- 
tion. The latter becomes important when household farm work generates direct utility to 
the household (in a way similar to leisure in the neoclassical household model). For ex- 
ample, this would happen whenever family members enjoy working on the farm. In this 
case, the shadow price of family labor is equal to its opportunity cost [e.g., the wage 
rate in off-farm work), minus the unit value of "enjoying farm work". Note that the 
neoclassical agricultural household model [e.g., Singh et al. (1986), Benjamin (1992)] 
implicitly assumes that the shadow value of "enjoying farm work" is zero (farm work 
then being valued at its opportunity cost). However, there is empirical evidence against 
the hypothesis that "enjoying farm work" has zero value [see Lopez (1984), for Cana- 
dian agriculture]. This is true for "hobby" farms, where agricultural activities are also 
seen as "leisure" activities. It also seems to characterize a number of part-time farmers. 
These arguments suggest that, in general, the shadow value of family labor is not al- 
ways equal to its opportunity cost. This is particularly relevant to the extent that, while 
many large commercial farms may approximately satisfy the assumptions of the neo- 
classical agricultural household model, "hobby" farmers and part-time farmers typically 
have small farms. This suggests that the valuation of family labor may in fact change 
with farm size: ceteris paribus, the shadow value of labor on some small farms may be 
lower than on larger farms because of the enjoyment of farm work by "hobby" farmers 
and some part-time farmers. This also means that the opportunity cost of labor is an 
upward-biased estimate of the shadow price of family labor on some small farms. In 
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this case, finding high average production cost on small farms may simply reflect this 
measurement bias (rather than the existence of increasing returns to scale). 

Besides technology, many other factors can also influence the choice and efficiency 
of farm size. They include transaction costs, market imperfections, access to markets, 
and pecuniary economies. In developing countries, access to markets may vary across 
farm sizes [e.g., credit rationing is more prevalent on small farms; see Binswanger et al. 
(1993)]. In general, pecuniary economies are said to exist when larger farms pay lower 
prices for their inputs (due to lower transaction cost and/or stronger bargaining power), 
thus lowering their average production cost. And for similar reasons, large farms may 
receive higher prices for their outputs. Then, pecuniary economies would give larger 
farms some economic advantage and provide an incentive for increased farm size. When 
paid by farmers, transaction costs are parts of the cost of production (e.g., monitoring 
costs, transportation costs, information costs). Also, they can contribute to higher input 
prices (when paid by farm input suppliers) and lower farm output prices (when paid by 
food traders and processors). In either case, they tend to reduce farm profitability. Some 
transaction costs may be higher on large farms (e.g., monitoring cost of hired labor), 
thus giving some cost advantage to smaller farms [e.g., Eswaran and Kotwal (1986), 
Binswanger et al. (1993)]. Alternatively, information costs about prices or technology 
may be higher on smaller farms, thus giving some economic advantage to larger farms 
and providing incentives to increase farm size. And, as it improves information pro- 
cessing in decision making, higher quality of human capital (e.g., due to education or 
experience) has been found to be positively related to farm size [Sumner and Leiby 
(1987)]. 

Also, tax policy can affect farm size and structure [e.g., Gardner and Pope (1978), 
Lowenberg and Boehlje (1986)]. Tax policy is often designed to stimulate capital in- 
vestments (e.g., through investment tax credit or depreciation allowances that reduce 
taxable income). The associated reduction in taxes and increase in after-tax income is 
typically greater on capital-intensive farms. To the extent that capital-intensive farms 
tend to be larger, this means that tax policy can favor larger farms and thus provide an 
incentive for increasing farm size. 

Finally, risk exposure can influence the size and structure of farms. This is relevant 
since risk markets are typically incomplete in agriculture, implying that most farmers 
face significant price risk (due to biological lags in the production process) as well as 
production risk (due to weather effects and pest problems). Being in general risk averse 
[e.g., Lin et al. (1974), Binswanger (1981), Newbery and Stiglitz (1981), Innes and 
Rausser (1989), Chavas and Holt (1996)], farmers are made worse offby being exposed 
to risk. In this context, a risk premium has been used as a measure of the implicit cost 
of private risk-bearing [Pratt (1964)]. Under some conditions, the average risk premium 
is expected to increase with farm size [Chavas (1993)]. This suggests that risk expo- 
sure gives some economic advantage to smaller farms and provides a disincentive for 
increasing farm size. Alternatively, larger farms may have access to better risk man- 
agement strategies that can help reduce their risk exposure. These strategies include 
diversification strategies and the development of flexible plans that can deal better with 
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unforeseen contingencies (e.g., by investing in forms of capital that have multiple uses). 
They also include financial and marketing strategies (e.g., hedging, contracts, access 
to capital and financial markets) that can redistribute risk toward agents who are better 
informed and/or have a better ability to bear risk. In general, it appears that larger farms 
are more likely to develop (compared to smaller farms) under conditions of reduced risk 
exposure and/or more refined risk management schemes. 

In addition, there is significant uncertainty about product quality in agriculture. For 
example, pesticide contamination and biotechnology have raised consumer concerns 
about food safety. This has stimulated the use of contracts as a way to improve food 
quality. Also, it has increased the prospects for product differentiation and market seg- 
mentation in agricultural markets. For example, some farms have been able to capitalize 
on the growing demand for "organic" food. By using production techniques that are per- 
ceived by consumers to produce higher quality and safer products, they can sell their 
products at higher prices on differentiated markets. This requires establishing separate 
marketing channels, often a significant challenge. When feasible, this has allowed some 
small farms (that are typically more labor-intensive and less capital-intensive) to survive 
and prosper even while facing relatively high production costs. 

Finally, compliance with environmental rules and regulations is increasingly impor- 
tant in agriculture. This is motivated by situations of pollution and externalities where 
farming has adverse impacts on the environment (e.g., nitrate contamination of ground- 
water). The associated costs can affect the choice of size and location of production 
units. These effects depend on the environmental externalities generated, the nature 
of the regulations, and the abatement technology available. In some cases, large farm 
operations may increase pollution problems by concentrating the pollutants in a few lo- 
cations (e.g., as in livestock production). Then, environmental regulations would likely 
have a greater impact on large production units. This may favor smaller farms. Alter- 
natively, it may be that larger farms have access to better abatement technology, which 
would improve their ability to manage agricultural externalities. 

3.2. Economies o f  scope and diversification 

Farms are typically multi-product firms. Most produce more than one output, either 
implementing crop rotation practices or using an integrated crop-livestock production 
system. Yet the extent of farm specialization varies both over time and across space. In 
general, there is a tendency for commercial farms to be more specialized than subsis- 
tence farms, with an overall trend toward increased specialization. 

The fact that most farms are multi-product firms suggests that the benefits of diver- 
sification are significant in agriculture. These benefits take two forms: the presence of 
economies of scope reflecting the reduced cost associated with producing multiple out- 
puts, and the risk-reducing effects of diversification. 

Economies of scope in agricultural activities appear to be significant [e.g., Femandez- 
Cornejo et al. (1992), Chavas and Aliber (1993)]. Crop rotations generate well-known 
benefits. They allow different crops to better exploit the fertility of the soil. For example, 
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corn planted after soybean benefits from the soybean's ability to fix nitrogen. Also, crop 
rotations contribute to lowering pest populations, thus reducing the need for pesticides. 
Finally, integrated crop-livestock systems can involve forage production that helps im- 
prove land fertility and reduce soil erosion, while manure can ameliorate soil quality 
and increase crop yields. 

As argued above, risk and risk aversion provide incentives for farmers to reduce their 
risk exposure. To the extent that different activities are influenced differently by weather 
conditions or pest problems, diversification can be an effective way of reducing farmers' 
risk exposure. There is empirical evidence that risk reduction is a significant motivation 
for farm diversification [e.g., Lin et al. (1974)]. 

Both economies of scope and the risk benefits associated with farm diversification 
suggest strong incentives for farms to be multi-product enterprises. But this does not 
explain the historical trend toward more specialized farms. Such a trend indicates that 
there are also significant benefits to specialization. Such benefits come mainly from im- 
proved productivity. Typically, a task is better performed by a specialist than by a gen- 
eral manager. For example, a veterinarian is expected to better manage animal health 
problems on a farm than a general farm manager. But specialized management may 
become profitable only on larger firms. Often, the benefits of specialization can be ob- 
tained only beyond some minimal scale of operation. This suggests the existence of 
an important trade-off between farm size and diversification. As farm size increases, 
the benefits of specialization and the associated enhanced productivity rise, which can 
counterbalance the benefits of diversification mentioned above. The net effect is that 
economies of scope tend to decline with farm size. This is supported by empirical ev- 
idence of a negative relationship between economies of scope in agriculture and farm 
size [e.g., Fernandez-Cornejo et al. (1992), Chavas and Aliber (1993)]. This provides 
an economic rationale for why larger farms tend to be more specialized than smaller 
farms, as the former are in a better position to capture the benefits of specialization. It 
also suggests that the trend toward more specialized farm production systems is in large 
part motivated by productivity improvements. 

3.3. Technology and farm organization 

Over the last century, agriculture has undergone two remarkable changes: rapid tech- 
nological change (both in developing and developed countries), and significant reduc- 
tion in farm labor (mostly in developed and newly industrialized countries). These two 
factors are not unrelated. First, technical progress was a necessary condition for the de- 
crease in farm labor: without it, feeding the growing urban population would not have 
been possible. Second, the evolving labor market has had some feedback effects on the 
nature of technical change in agriculture. 

Over the last few decades, productivity growth has been the principal factor respon- 
sible for economic growth of agriculture in developed countries [Capalbo and Antle 
(1988), Ball (1985), Ball et al. (1997)]. For example, over the last four decades, U.S. 
agriculture has seen an average increase in output of 1.9 percent a year, and an increase 
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in productivity of 1.9 percent a year [Ball et al. (1997)]. This indicates that technical 
progress (i.e., significant improvements in land and labor productivity) contributed to 
most of the increase in farm output. Such remarkable results apply to most developed 
countries [see, e.g., OECD (1995)]. On average, productivity growth in agriculture has 
been larger than in many other sectors. For example, Jorgenson and Gollop (1992) found 
that the growth rate of U.S. agricultural productivity has been four times larger than the 
corresponding rate in the rest of the economy. This stresses the importance of agricul- 
tural technical change in developed countries. However, the extent and nature of agri- 
cultural productivity growth in developing countries has been less uniform. Over the last 
three decades, land productivity and labor productivity have increased significantly in 
most countries [Pardey et al. (1991), Craig et al. (1997)]. However, sub-Saharan Africa 
has seen stagnation in its agricultural labor productivity [Craig et al. (1997)]. 

In developed countries, the twentieth century has seen significant economic growth 
in the non-farm sector, which increased non-farm employment and raised urban wages. 
This created some disparity between farm and non-farm income and produced incen- 
tives for a large labor migration from farms to urban areas [Schultz (1945)]. It signif- 
icantly reduced the amount of both family labor and hired labor in agriculture. The 
decrease in hired labor resulted in the typical farm being a family farm with little or no 
hired labor. And, given that total farmland has been fairly constant in most developed 
countries, the decrease in family labor has implied a rise in average farm size over time. 
This also stimulated the adoption of labor-saving technology in agriculture (e.g., mech- 
anization), yielding large increases in farm labor productivity. It illustrates the existence 
of feedback effects of resource scarcity on technical change. 

More generally, these feedback effects have been associated with the "induced inno- 
vation" hypothesis [Binswanger (1974), Hayami and Ruttan (1985)]. This hypothesis 
states that relative resource scarcity tends to guide technological change toward using 
additional inputs that are plentiful and inexpensive, while saving on scarce and expen- 
sive inputs. This is consistent with labor-saving technological change being stimulated 
by higher wages. This is also consistent with fertilizer-using technological change found 
in North American, European, and Asian agriculture in the 1960s and '70s [Binswanger 
(1974), Hayami and Ruttan (1985)]. 3 It involved the development of high-yielding vari- 
eties (through genetic selection) of corn, wheat, and rice that were particularly respon- 
sive to nitrogen fertilizer. The incentive to develop and adopt these new varieties came 
in part from technological progress in the nitrogen fertilizer industry, which reduced 
the market price of nitrogen fertilizer. This combination of low-cost fertilizer with high- 
yielding varieties contributed to large crop yield improvements in developed agriculture, 
and to the success of the "green revolution" in developing countries. 

Note that the period since the mid-1970s has seen higher prices for energy, fertilizers, 
and pesticides. There is empirical evidence suggesting that this period also saw some 

3 However, note that there is also empirical evidence suggesting some inconsistencies between the induced 
innovation hypothesis and technical change in agriculture [e.g., Chavas and Cox (1997a)]. This stresses the 
complexity of the process of technical change. 
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changes in U.S. agricultural technology toward becoming more "input-saving" for these 
inputs [Chavas and Cox (1997b)]. Again, being consistent with the induced innovation 
hypothesis, this illustrates that the nature of technical change appears to be sensitive to 
relative resource scarcity. 

Over the last few decades, some agricultural technologies have been identified as 
contributing to pollution of the environment (e.g., groundwater pollution by nitrates) 
and degradation of the ecosystem (e.g., pesticide contamination). New technologies are 
currently being developed in an attempt to reduce these adverse effects of agriculture. 
They include the development of nitrogen-fixing corn and pest-resistant varieties. These 
emerging technologies offer new prospects to improve the current management of the 
ecosystem. 

The process of technical change has been found to have large economic effects 
both within agriculture and within society [e.g., Griliches (1960), Schmitz and Seckler 
(1970), Huffman and Evenson (1993), OECD (1995)]. The current use of genetic en- 
gineering and biotechnology in both crop and animal production gives good prospects 
for continuing technical progress in agriculture. Typically, the adoption of a new tech- 
nology is a slow diffusion process [e.g., Griliches (1957)]. At first, a few early adopters 
can benefit economically from the increased productivity it generates. Eventually, as a 
majority of producers adopt it, the new technology contributes to higher farm output and 
lower food prices. As a result, consumers gain significantly from technical progress. At 
the same time, the farms that are late adopters typically face difficult economic con- 
ditions: high production costs accompanied by lower food prices. This is Cochrane's 
(1958) "treadmill effect": in the presence of rapid technical progress, any farmer who 
does not quickly adopt new technology is threatened with declining profit. This puts 
considerable pressure on farm managers to remain informed about emerging technolo- 
gies and their adaptation to local agro-climatic conditions. In general, the early adopters 
are likely to have good managerial skills. This means that technical change would tend 
to favor good managers. This "management bias" has important implications. For ex- 
ample, if specialization tends to be associated with superior management, then technical 
change would favor specialized production systems. This indicates that the distribution 
of the benefits from technical progress can vary greatly across firms within an industry. 

Notably, most of the new agricultural technology did not originate from the farm. 
Rather, it typically came from some combinations of private and public institutions that 
made significant investments in agricultural research and development (R&D). Histori- 
cally, the payoff from both private and public R&D investments in agriculture has been 
high. On average, their estimated rate of return has been in the range of 20 to 30 per- 
cent in the U.S. [e.g., Griliches (1960), Hayami and Ruttan (1985), Chavas and Cox 
(1992, 1997a), Huffman and Evenson (1993)]. For both private and public R&D, there 
is evidence of significant lags between the timing of investment and its effects on farm 
productivity, the lag varying between 10 and 30 years. The empirical evidence sug- 
gests that private R&D investments appear to generate their returns in the intermediate 
run (after about 8-15 years), while public R&D investments seem to pay off in the 
longer run (after 15-25 years) [e.g., Huffman and Evenson (1993), Chavas and Cox 
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(1992, 1997a)]. This is consistent with the 17-year legal patent protection, and the fact 
that private research tends to be more "applied". In contrast, public research tends to be 
more "basic", with longer-term and more uncertain payoff. However, the relative role of 
public versus private agricultural research is changing. In U.S. agriculture, investments 
in private research have increased faster than in public research. As a result, the share 
of public research has declined from 50 percent in 1981 to 45 percent in 1996 [Frisvold 
et al. (1998)]. This move toward the privatization of agricultural research is observed 
in many countries around the world [OECD (1995)]. With the current developments in 
biotechnology, it involves a redefinition of the relationships between private research 
and public research, as they promise to influence technical progress in agriculture in the 
twenty-first century. 

It is worth emphasizing that the rate of technical progress has varied across indus- 
tries and across regions. As discussed above, over the last few decades, most countries 
have exhibited large agricultural productivity growth [e.g., OECD (1995), Pardey et al. 
(1991), Craig et al. (1997)]. This is the main factor explaining the trend toward lower 
food prices. However, one significant concern relates to the current situation in Africa. 
Over the last three decades, sub-Saharan Africa has been in large part bypassed by the 
"green revolution". And current agricultural R&D investments indicate that it is not 
likely to benefit greatly from new biotechnology. This suggests that the prospects for 
large agricultural productivity growth in sub-Saharan Africa are not very good. This 
creates significant challenges to technology and economic development policies in this 
part of the world. 

As discussed above, part of the increase in farm productivity over the last few 
decades has been associated with increased specialization. In many developed regions 
(e.g., Western Europe, U.S.A.), at the beginning of the twentieth century, most farm 
households were small and greatly diversified. Being strongly motivated by food self- 
sufficiency motives, they attempted to produce most of the household food consumption 
needs. This changed with the growth of agricultural markets, which facilitated the de- 
velopment of specialization in agriculture at the farm level, the regional level, as well as 
the national level. Greater specialization reduced the scope of activities and increased 
the need for market exchange for each farm and each region. It allowed farm man- 
agers to focus their skills on just a few enterprises, thus improving their production 
control and efficiency. It also allowed farm and food marketing firms to become better 
organized spatially, thus contributing to lower transportation and marketing costs. As 
a result, farms and regions evolved toward more specialized production systems that 
exploited their comparative advantage reflecting local agro-climatic conditions. As they 
became better integrated in the market economy, they received the benefits from market 
exchange and trade. This contributed to more efficient and more productive agriculture 
at the farm, regional, national, as well as world levels. This process is still in progress 
as regions and nations negotiate politically with each other over the distribution of the 
benefits from trade. 

While the role of agricultural markets has for the most part been increasing over time, 
vertical coordination in some sectors has come to depend on contracts. This is particu- 
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larly true for highly perishable products such as vegetables, where product quality and 
timing of economic decisions are closely linked. In those sectors, contractual relation- 
ships between producers and food processors typically exist, which stipulate the quality, 
quantity, and timing of production [Marion (1986)]. By improving product quality and 
timeliness, contracts can contribute to improving production and marketing efficiency 
in the food sector. Contractual relationships have also developed in some animal pro- 
duction. Starting in the 1950s, the broiler industry evolved quickly toward vertical inte- 
gration. This was associated with production contracts, greater specialization, and rapid 
productivity gains [Lasley et al. (1988)]. A similar process is underway now in pork 
production, and to some extent in beef production. 

Why is this move toward greater integration taking place in agriculture? At least 
three contributing factors have been proposed: efficiency gains, productivity gains, and 
the exercise of market power. First, efficiency gains would be obtained in the presence 
of economies of scope across the production systems being integrated. But, in his in- 
vestigation of the U.S. pig sector, Azzam (1998) did not uncover evidence of vertical 
economies of scope between feeder-pig production and finishing. Second, it is often 
believed that integration can help stimulate productivity. The rapid productivity gains 
of the broiler industry under vertical integration is an illustrative example [Lasley et 
al. (1988)]. Third, the possible role of market power as a motivating force behind inte- 
gration has generated both interest and concerns [e.g., Marion (1986), Azzam (1996), 
McCorriston et al. (1998)]. Azzam (1996) found some empirical support for the hypoth- 
esis that monopsony provided an (inefficient) incentive that contributed to the backward 
integration of the U.S. beef slaughter industry into the live cattle market. 

In general, farmers approach their input and output markets as price takers. However, 
they can face marketing firms that are large and in a position to exercise market power. 
This raises questions about the effects of market concentration on the organization and 
performance of the food sector [Marion (1986), Huang and Sexton (1996), Cotterill 
(1997)]. Although a discussion of these issues is beyond the scope of this chapter, it 
seems appropriate here to mention the role of agricultural cooperatives. Cooperatives 
can be prevalent in particular sub-sectors (e.g., as in the case of the U.S. dairy sub- 
sector) [Marion (1986)]. Cooperatives can be interpreted as an institutional response to 
market imperfections. Often, a cooperative projects its member either forward or back- 
ward in a marketing channel. It can therefore accomplish many of the same purposes 
as vertical integration [Sexton (1986)]. Some of the motivations for cooperative forma- 
tion include improving product quality and avoiding monopoly or monopsony situations 
[Marion (1986)]. In this context, cooperatives have an efficiency-enhancing role: they 
can help improve vertical coordination in the agricultural sector. Alternatively, coop- 
eratives can be used as a means of increasing the bargaining power of farmers facing 
imperfectly competitive markets. When applied to agricultural marketing, cooperatives 
can generate significant price enhancements through their exercise of bargaining power. 
Under strong bargaining power, this would increase members' income, but can also 
lead to inefficient and non-competitive outcomes. However, under free entry, one may 
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expect such inefficiencies to be unsustainable in the long term, unless some form of 
supply control is implemented. 

4. Entry-exit decisions and resource mobility in agriculture 

In our earlier discussion of  economies of  scale, we assumed free entry and exit, i.e., 
perfect resource mobility. We now examine the role of  imperfect resource mobility in 
agriculture. 

The typical family farm is heavily influenced by the life cycle of  the farm household 
manager. Two phases of  this life cycle are particularly important: the beginning of  the 
cycle when a young manager decides to work on a farm; and the end of  the cycle when 
an older manager decides to retire from farming. In between, with a few exceptions, 4 
the continuation of  the family farm is often not an issue. Thus, some of  the most im- 
portant decisions made by a farm household manager are long-term decisions that are 
not subject to frequent renegotiation. This suggests rather low mobility of farm labor 
in the short term. Similarly, land rights typically remain under the control of  the same 
manager over extended periods of  time. Finally, at least part of  farm capital is usually 
"specialized", meaning that it has few alternative uses. An example is a milking par- 
lor that cannot be moved easily and has no alternative use but the milking of cows. 
This indicates that agriculture is a sector characterized by restricted resource mobility, 
at least in the short run. In other words, the dynamic adjustments of land, capital, and 
agricultural labor tend to take place over many years [e.g., Schultz (1945), Brandow 
(1977)]. 

This reduced resource mobility can be traced in large part to special characteristics 
of agricultural production. Land and climate are specific to particular locations and can- 
not be moved. As a result, many agricultural adjustments involve spatial adjustments in 
other factors of  production, in particular farm capital and farm labor. Yet agricultural 
investments in human and physical capital can also be location-specific. When there are 
significant costs of  moving capital or labor over space, this generates a situation of "as- 
set specificity" which affects the dynamic process of  resource allocation in agriculture. 
This is the issue of "asset fixity" analyzed by Johnson and Quance (1972). 

4.1. Capital mobility 

A situation of asset fixity can be linked to the existence of sunk investment costs. An 
investment is sunk if the unit value of investment is higher than the unit value of  dis- 
investment. This happens when the purchase price of capital is larger than its salvage 
value. For example, the salvage value of  a milking parlor is typically close to zero, im- 
plying that the investment in a milking parlor is almost entirely sunk. The existence of  

4 A notable exception includes situations of foreclosure and bankxuptcy, where large debt and severe finan- 
cial stxess can force the farm household manager out of agriculture. 
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sunk cost can be linked to transaction costs and/or market imperfections. In the case of a 
milking parlor, the lack of alternative uses and the high cost of moving are the main rea- 
son why its salvage value is so low. Sunk costs imply that an investment decision cannot 
be reversed costlessly. In general, there is an economic incentive for decision makers to 
avoid facing sunk costs. In situations of risk, this means that sunk costs provide an in- 
centive to avoid reversing any decision, i.e., to keep capital in its current utilization. As 
analyzed by Dixit (1989), Chavas (1994), and Dixit and Pindyck (1994), this has three 
implications. First, under sunk costs, there is a zone of "asset fixity" where investments 
fail to respond to small changes in economic incentives [Johnson and Quance (1972)]. 
This can be interpreted as a "market failure", where changes in relative prices may not 
help guide the process of resource allocation at least in the short run. And it can lead 
to the segmentation of markets [e.g., Shiha and Chavas (1995)]. Second, asset fixity 
provides a disincentive to exit an activity. In the 1950s and 1960s, this generated a situ- 
ation where agricultural resources were relatively slow to exit U.S. farming even in the 
face of persistently low return. Third, asset fixity interacts with uncertainty to provide a 
disincentive to invest. In other words, sunk costs and risk can create "barriers to entry". 
Vasavada and Chambers (1986) presented empirical evidence supporting a form of asset 
fixity and the presence of sluggish adjustments to price changes for labor and capital in 
U.S. agriculture. And the interaction of sunk costs and uncertainty can adversely affect 
market participation decisions and thus the functioning of markets [e.g., De Janvry et 
al. (1991), Goetz (1992)]. 

Advances in farm technology made capital highly productive and attracted capital 
into agriculture. In the longer term, capital investments have greatly stimulated labor 
productivity. High capital requirements have also made entry into farming more diffi- 
cult. This has generated some concerns about the survival of the family farm [e.g., Gale 
(1993), Weiss (1998), Goetz and Debertin (1996), Allanson (1992)]. Weiss presents 
some Austrian evidence supporting an emerging bimodal structure of farm sizes: small 
part-time farmers and large farms surviving, with mid-size farms decreasing in relative 
number. The role of off-farm income in sustaining small farms has been documented 
[e.g., Hearn et al. (1996), Lianos and Parliarou (1986)]. It suggests that, in the ab- 
sence of off-farm income, many prospective young farmers may find it economically 
unattractive to support a family on a mid-size farm. Finally, it is often suggested that 
government policies (e.g., government programs, tax policy) have contributed to in- 
creases in farm size [e.g., Lowenberg and Boehlje (1986), Goetz and Debertin (1996)]. 
There is evidence that the benefits from government farm programs are often not eq- 
uitably distributed: the majority of the associated income transfers tend to go to large 
farms and relatively wealthy families [e.g., Sumner (1990)]. However, it is not clear 
how this affects the return per unit of land between small farms and large farms. Fur- 
thermore, distinguishing empirically between the effects of government policies and 
those of technical progress is difficult. As a result, the exact role of government policies 
in explaining the trend toward larger farms in developed countries remains somewhat 
unclear [e.g., Gardner and Pope (1978), Sumner (1990)]. 
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4.2. Labor mobility 

Individuals on farms have the option of choosing between farm work and non-farm 
employment. However, except when located near urban areas, choosing non-farm em- 
ployment often requires moving to an urban area. As mentioned above, rural migra- 
tion to cities has been an important aspect of structural change in agriculture through 
most of this century. Migration decisions depend on the nature of labor demand outside 
agriculture. For example, during the 1950s and 1960s, expanding industrial production 
created many urban job opportunities in developed countries. This was also a period 
when average household income was typically higher in urban areas. This stimulated 
rural migration. The persistence of this income gap over several decades points to "farm 
labor specificity". At least two factors contribute to this specificity: (1) investments in 
farm human capital are partially sunk whenever some farm skills have few alternative 
uses outside the farm sector; and (2) migration decisions involve significant information 
and transactions costs that are also sunk. This has generated a rather slow adjustment 
process in the farm labor market. However, over several decades, this process can still 
provide massive labor shifts across sectors (as observed in developed and newly indus- 
trialized countries). 

In developed countries, the last two decades have seen most of the employment 
growth in the service sector. In the U.S., the income gap between farm versus urban 
households has been reduced (due in part to a leveling-off or a decline in real wages in 
urban areas). As a result, the income incentive to migrate from rural to urban areas is 
currently not as strong as it was in the 1950s or 1960s. This suggests that the decision to 
become a farmer versus working in the non-farm sector has become more complex over 
the last two decades. After decades of rural migrations to cities, the remaining active 
farm population is quite small. The fact that farm production increased in the face of 
such a sharp reduction in farm labor stresses the large labor productivity gains in agri- 
culture. Given that in developed countries farming currently employs only a few percent 
of the active population, the prospects for important rural migration are now limited. As 
a result, there is a new focus on the role of non-agricultural activities in rural areas. 
Also, the concerns have shifted from exit issues to entry issues in agriculture [e.g., Gale 
(1993)]. What institutions are training and preparing the farmers of tomorrow? What is 
being done to reduce some of the adverse effects of risk and asset specificity in agricul- 
ture? With the rising importance of human capital, the structure of agriculture is slowly 
evolving toward units of production, stressing the role of technological and managerial 
skills. 

4.3. Markets and trade 

Over the last few decades, there has been a great increase in the role of agricultural 
markets in resource allocation. The 1980s and 1990s have seen an increased reliance 
on markets and a decreased role of government in agriculture. Structural adjustment 
policies advocated in the 1980s by the IMF and the World Bank have enhanced the 
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role of agricultural markets in guiding the allocation of agricultural resources in many 
developing countries. Following decades of extensive involvement of government in 
the U.S. farm sector [e.g., Brandow (1977)], the Federal Agricultural Improvement and 
Reform (FAIR) Act of 1996 has set the stage for less government involvement in U.S. 
agriculture. And after decades of limited progress, GATT and WTO trade negotiations 
in the 1990s have contributed to reducing trade barriers in world agriculture. 

The increased role of markets has been associated with increased resource mobility, 
especially for capital and finance. Over the last few decades, the international capital 
market has become very active, large, and fluid. It has significant implications for eco- 
nomic policy and trade. First, by arbitraging financial returns across countries, the inter- 
national capital market has restricted the effectiveness of monetary policy conducted by 
any country. Second, exchange rates are now often more sensitive to international cap- 
ital flows than they are to changes in the balance of trade. In this context, it is not clear 
that exchange rates always provide proper signals to evaluate the comparative advan- 
tage of production in a particular country. Also, the fluidity in the international capital 
market means a high volatility in exchange rates, which creates fluctuating import and 
export prices. 

As discussed earlier, agricultural production faces significant price risk and produc- 
tion risk. Also, decrease in government involvement has contributed to increased price 
uncertainty for farmers. What can be done to reduce some of the adverse effects of sunk 
costs and risk? Good information about market conditions and superior technological 
and managerial skills seem crucial. Also, various risk management schemes are avail- 
able. They can be interpreted as private and public safety nets designed to reduce expo- 
sure to downside risk. They include the use of insurance against production uncertainty, 
and of options and futures contracts to reduce price risk. But problems of asymmet- 
ric information (moral hazard and adverse selection) have hampered the development 
of insurance markets. Hedging using futures markets is an effective way to reduce the 
short-term effects of price risk. For example, traders commonly hedge on exchange rate 
futures to eliminate the price risk generated by fluctuating foreign currencies. However, 
the short maturity of most futures contracts means that their usefulness in managing 
long-term risk is limited. As a result, the use of futures and options markets cannot 
eliminate the adverse effects of price risk on long-term investments. 

Various government schemes can also help. They include food aid to developing 
countries, price support programs that reduce the prospect of facing declining prices, 
government subsidy of insurance premium, and government disaster payments. All con- 
tribute to decreasing downside risk and thus reducing the negative effects of sunk costs 
and uncertainty on investment incentives. Finally, production and marketing contracts 
can also help when they redistribute risk and possibly mitigate the adverse influence of 
risk on resource allocation. However, the associated benefits may not be broadly shared 
since only the contracted parties receive them. 

While new technologies are playing a significant role feeding a growing population, 
they are also raising new questions about food quality. This is illustrated by the current 
debate about "organic" food and bioengineered crops and livestock. The evaluation of 
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food quality raises difficult issues both domestically and in international trade, espe- 
cially when consumer perceptions differ from scientific opinions. The problem is that 
there is no universal evaluation of what constitutes "safe" food. There is a concern that 
food produced from new technologies may have some long-term adverse effects on hu- 
man health (or on the environment), effects that are difficult to observe in the short term 
(e.g., the case of BST technology in the dairy sector). As a result, we are entering a 
new era where it is increasingly difficult to treat food items as standard products. This 
creates new opportunities for product differentiation in the food sector. It also gener- 
ates significant challenges for developing marketing systems that respond effectively to 
consumer demand. 

It seems that we are slowly evolving toward a marketing system of differentiated 
food products. The role of government is to provide minimum standards of food safety 
to protect human health against well-documented hazards, and enforce them in both do- 
mestic and international markets. Beyond that, market niches are developing for "higher 
quality" products that command some price premium. Even in the absence of strong sci- 
entific evidence, some consumers are willing to pay a premium for food products they 
perceive to be "safer". With appropriate information (e.g., labeling), consumers are in 
a position to choose among products of differing quality based on their own evaluation 
of relative food safety. Conn'acts can play an important role in establishing quality and 
product differentiation (e.g., in the case of "organic" food). They work best when pro- 
ducers and consumers are in close geographic proximity. This provides new economic 
opportunities for some farms to develop direct marketing schemes to reach local con- 
sumers. To the extent that large farms may find it more difficult to differentiate their 
products, this may give some economic advantage to smaller farms. More generally, 
product differentiation will require establishing vertically integrated marketing systems 
providing quality control and appropriate labeling throughout the marketing channel. 
Developing such systems remains a formidable task, with significant implications for 
the future organization and structure of the food system. 

For international trade, the challenges are even more significant. The temptation is al- 
ways strong to use food safety concerns to promote protectionism. Trade disputes over 
food quality will likely become more common. This involves the World Trade Organi- 
zation (WTO) as well as national courts. WTO deals with global rules of trade between 
nations, interpreting trade agreements and commitments, and trying to settle trade dis- 
putes generated by countries' trade policies. And national courts are involved in settling 
private as well as public trade disputes. In a world of differentiated products, there is 
a need for institutional innovations to safeguard and improve the efficiency of interna- 
tional transactions [Casella (1992)]. Traders need to have access to a dispute resolution 
process acceptable to merchants of different national backgrounds. Judges in national 
courts are often unfamiliar with the "usage of trade" and the technicalities of specific 
transactions. This has stimulated international arbitration schemes (e.g., the Interna- 
tional Chamber of Commerce in Paris). As a result, a body of law is developing through 
the published deliberations of arbitrators, deliberations taken as precedents in succes- 
sive decisions. This can facilitate the process toward further international integration. 
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5. Concluding remarks 

Rapid technological progress and expanding trade have been major factors influencing 
agriculture. National food security policies were common among many nations in the 
1950s and 1960s. It meant only limited competition for many farmers around the world 
and limited benefits from specialization. The current liberalization of agricultural mar- 
kets throughout the world means that farmers now face stiffer competition and stronger 
incentives to specialize. This can be difficult for many farmers who face economic and 
financial hardship. But this also provides new opportunities for farms, regions, and na- 
tions to identify their comparative advantage, exploit it to remain competitive, and con- 
tribute to increasing world food supply. A key issue is the nature of resource mobility 
and its variations across farms, regions, and nations. The farms, regions, or nations 
that face lower resource mobility will likely see depressed farm income. Alternatively, 
the ones with human capital, technological and managerial skills, and higher resource 
mobility will prosper. The challenge is to develop private institutions and government 
policies that can assist in the evolving production structure and adjustment process in 
agriculture. 
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Abstract 

Assignment of land rights affects equity and efficiency, determining among other things 
households' ability to generate subsistence and income, their social and economic sta- 
tus, incentives to exert effort and make investments, and access to financial markets and 
consumption-smoothing mechanisms. The chapter discusses costs and benefits of the 
transition towards individualized land rights. It reviews how characteristics of the agri- 
cultural production process, credit access, portfolio risk, and transaction costs affect 
functioning of land sales and rental markets. Policy conclusions are drawn concern- 
ing the transition from communal to individualized land rights, award of formal titles, 
improved functioning of land sales and rental markets, and redistributive land reform. 

JEL classification: Q15 
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1. Introduction 

In agrarian societies land is not only the main means for generating a livelihood but 
often also for accumulating wealth and transferring it between generations. The way in 
which land rights are assigned therefore determines households' ability to produce their 
subsistence and generate marketable surplus, their social and economic status (and in 
many cases their collective identity), their incentive to exert non-observable effort and 
make investments, and in many cases also their ability to access financial markets or to 
arrange for smoothing of consumption and income. 

Given this context, markets to exchange rights to land temporarily or permanently 
can provide a low-cost means to effect transactions that would bring this factor of pro- 
duction to its most productive use. The institutions governing the functioning of land 
markets will affect the transaction cost associated with such exchanges, the magnitude 
and distribution of the benefits generated by them, and the incentives for rational eco- 
nomic agents to undertake efficiency-enhancing transfers and land-improving invest- 
ments. Furthermore, since land is one of the best collateral assets available, clear prop- 
erty rights and greater ease of their exchange are likely to affect the emergence and 
efficiency of financial markets. This implies that land markets have an essential role in 
the broader process of economic development. 

In this chapter we first examine the way in which property rights in land evolve in an 
ideal and undistorted environment. We view the emergence of land rights as an endoge- 
nous response to increased scarcity of land and the associated incentives for land-related 
investment, and then discuss other factors - such as further increases in population den- 
sity, better access to markets, or the introduction of improved technology to exploit 
the land - that would lead to increased productivity of agricultural cultivation, as well 
as endogenous technical change. We note that, historically, there have been few cases 
where such an uninterrupted evolution has been followed. We then briefly sketch the 
conditions required for as well as the deviations from this ideal path. With this in mind, 
we discuss factors affecting the costs and benefits of individualized land rights and ex- 
amine empirical evidence for their magnitude. The implications of tenure security for 
investment incentives are highlighted. 

Having clarified the concept of property rights in land, we turn to land sales and 
rental markets. We consider the main factors affecting participation in those markets, in 
particular characteristics of the agricultural production process, labor supervision cost, 
credit access, the risk characteristics of an individual's asset portfolio, and the trans- 
action costs associated with market participation. These factors will affect land sales 
and rental markets differently; in particular, even if owner-operated farms are more pro- 
ductive than wage-labor-operated ones, the sales market will not necessarily shift land 
to them. This implies that, in environments where financial markets are imperfect, land 
market operation needs to be considered within a broader perspective focusing on access 
to other markets and the availability of alternative assets. We note that, in general, land 
rental markets would be less affected by these problems because renting out does not 
preclude the landlord from utilizing land as a collateral to access credit which could then 



290 K. Deininger and G. Feder 

be passed on to the tenant in an interlinked contract. Removing obstacles - often gov- 
ernment regulations or imperfections in other markets - that prevent smooth functioning 
of  land rental markets and taking measures that enhance potential tenants' endowments 
and bargaining power can considerably increase both the welfare of  the poor and over- 
all efficiency of  resource allocation. There are also many instances where sales markets 
are regulated in a manner which hampers incentives for socially optimal behavior. In 
addition to reducing tenure insecurity, governments can in these situations improve the 
efficiency of  resource use by avoiding interventions limiting rental and sales markets. 

Finally, in a number of countries, a highly unequal land ownership distribution im- 
plies inefficient and inequitable resource use which the land sales or rental markets are 
not able to smoothly transform into a more efficient and equitable allocation. Based on 
these issues we draw policy conclusions concerning the transition from communal to 
individualized land rights and the award of  titles, steps that might be used to improve 
the functioning of land sales and rental markets, and the scope for redistributive land 
reform. 

2. Property rights in land 

2.1. The emergence o f  land rights 

The process of  gradual individualization of property rights in land can be conceived as 
an induced institutional response to higher shadow prices of land to encourage longer- 
term investments in land, as in the pioneering analysis by Boserup.1 At the earliest 
stages of  development, even before the establishment of  sedentary agriculture, tribes 
of hunters and gatherers assert control over certain locations where they collect food 
and engage in hunting. As population density increases, forest fallow systems, and then 
communal property right systems emerge. Under these arrangements, the general right 
to cultivation of  a piece of  land is an inseparable and in principle inalienable element of 
tribal membership. Cultivation rights are assigned to individuals on a temporary basis, 
normally as long as the cleared plot is cultivated. Once cultivation has ended (due to 
exhaustion of  soil fertility), the plot falls back to the lineage and the family either selects 
a new plot (if land is abundant) or has a plot allocated by the chief of  the tribe. Tile 
fact that land is held by the community or lineage rather than the individual facilitates 
periodic redistribution of  at least part of  the land among community members based 
on population growth, serving as a social safety net and preventing the emergence of  
a class of  permanently landless individuals. Tenure security in a general sense is very 
high, i.e., individual members enjoy secure and inheritable general rights to cultivatable 
land which can be reactivated even after a period of  absence. 

l It is well understood that this idealized process has rarely been followed in actual history (Boserup herself 
devotes more than one chapter to the issue of coercion and the description of feudal systems). It is, nonethe- 
less, useful to illustrate the main underlying factors. 
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As the relative scarcity of land increases, the pledging or intra-community rental of 
land emerges. This practice, whereby land that is not used can temporarily be pledged to 
another family, with the stipulation that it has to be returned upon request, facilitates the 
productive use of land in case the original owner is unable to undertake cultivation. It 
is distinctly different from permanent land transactions and is generally not allowed to 
involve people from outside the community. 2 It also does not uniformly apply to all land 
- unimproved land lying fallow at any given time continues to be at the free disposal 
of the community, for example, for grazing by domestic animals owned by any family 
with cultivation rights. Variations of such communal tenure systems, where parcels are 
re-allocated from time to time in order to accommodate population growth and grazing 
land is left for communal use, are common in many parts of the developing world, such 
as China, large parts of Africa, and Mexico. 

What are the factors driving this process of successively increasing precision in the 
definition of property rights to land? The most frequent explanation is that a virtuous 
cycle of technical change and investment is set in motion by a combination of increasing 
population density, technical progress, commercial integration, and reduction of risk. 
Boserup was the first to point out the fact that, historically, higher population density 
was the driving force behind an endogenous process of better definition and enforcement 
of property rights, changing arrangements for the organization of production, and higher 
levels of investment. 

The Boserupian framework of changes in the relative scarcity of land and the as- 
sociated introduction of labor-saving technology can, for example, explain systematic 
changes in the strength of women's land rights [Platteau (1996)]. Under land abundance 
and predominance of shifting cultivation, agriculture tends to be female-dominated, 
polygyny is widespread, and women enjoy high status as workers as well as child- 
bearers. Marriage is accompanied by the transfer of bridewealth to the bride's family 
and, in case of the husband's death, women retain land rights either in their native or 
in their new village. With increased land scarcity and adoption of the plough, the im- 
portance of women in agricultural production tends to decline and bridewealth, as well 
as other customary safeguards to protect widowed and isolated women, disappears. In- 
stead, women receive, upon marriage, pre-mortem inheritance, which - if it remains 
the property of the wife - establishes a tba'eat point in intra-household bargaining and 
provides economic security in the case of divorce or death of the husband. 

The diffusion of exogenous technical change and/or expansion of trade generally has 
an investment-increasing effect similar to the one caused by increased population den- 
sity. By increasing the stream of incomes that can be derived from a unit of land, tech- 
nical change and trade expansion increase incentives for better definition of property 
rights in land. Indeed, establishment of tree crops, and the associated heavy investment 

2 Indeed, the distinguishing characteristic of communal tenure systems is not a lack of general tenure se- 
curity but the fact that property rights are not permanently linked to a specific plot, implying the existence 
of restrictions on the transferability of land fights (especially to individuals who are not members of the 

community). 
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in clearing and leveling of  land, was generally undertaken only where institutional in- 
novations had enhanced tenure security adequately so that individuals could be sure to 
reap the benefits from such investments. Similarly, the transportation revolution caused 
by the steamship in the late nineteenth century led not only to the incorporation of  hith- 
erto unexplored countries and states into global trade but also increased the demand for 
individualized ownership of  land. For example the opening of Thailand to international 
rice trade through the Bowering treaty of  1826 induced a quantum increase in the de- 
mand for rice land in the Thailand plains, and brought about the introduction of  a formal 
land registration system [Feeney (1988)]. 

Another important factor furthering the evolution of individual property rights to land 
is the reduction of  risk to income and consumption. The three major avenues for this 
to come about are (i) the development of  markets for output, capital, and insurance, 
(ii) technical progress that allows for diversification, reduction of  the covariance of 
yields, and the probability of  crop failure, and (iii) the emergence of  access to non- 
covariate streams of  off-farm income. It has long been noted that group ownership of  
land (or joint communal production) can be viewed as an "insurance policy" to eliminate 
the threat of  permanent asset loss or to reduce vulnerability to idiosyncratic consump- 
tion shocks. However, the scope for using communal land ownership to insure against 
non-idiosyncratic shocks is limited by the weather-induced covariance of  agricultural 
production. Especially when collective production on arable land is required to obtain 
these benefits, 3 households prefer individual ownership once alternative and less costly 
mechanisms to insure against covariate risks become available [see Key et al. (1998), 
for the case of  Mexican farming communities] .4 

Because monitoring of effort in agricultural production is difficult and costly, col- 
lectives where individuals are not residual claimants to profits are highly inefficient 
forms of  agricultural production [Deininger (1995)]. However, contrary to widespread 
misconceptions, communal tenure systems are generally no t  based on collective pro- 
duction. Instead, production on arable plots is normally undertaken by individuals who 
are residual claimants to output, implying that, on arable plots, incentives for effort sup- 
ply by individual cultivators are likely to be appropriate. Inefficiencies may persist with 
regard to decisions concerning the use of  communal areas such as forests and pasture, or 
the disincentive to invest, derived from the inability to claim ownership rights to specific 
plots. In an analysis of Mexican farming communities (@dos), McCarthy et al. (1998) 
provide empirical evidence for the existence of  collective action problems regarding the 
use of  pasture and forest, but not of individually managed plots. 

3 Group ownership has often been prevalent where risk is high and where factors such as remoteness, envi- 
ronmental hazard, or presence of external enemies imply that superior insurance mechanisms are not available 
[Ellickson (1993)]. 
4 The potential usefulness of communal land ownership as a device for consumption-smoothing is inversely 
related to the incidence of locally covariate climatic shocks. It is thus not surprising that, at comparable levels 
of population density, communal tenure systems have proven to be more durable in environments where such 
risks are lower. 
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Communal resource ownership is often motivated by the ability to provide bene- 
fits in the form of easier provision of  public goods, arrangements to enhance equity, 
or the ability to take advantage of  synergies that would be difficult to realize under 
fully individualized ownership. Examples include risk reduction through diversifica- 
tion in highly variable environments [Nugent and Sanchez (1993)], the utilization of 
economies of scale to break seasonal labor bottlenecks [Mearns (1996)], and invest- 
ment in community-level infrastructure [Boserup (1965), Dong (1996)]. 5 As long as ef- 
fective means of  governance and accountable institutions at the local level are available, 
these systems can be very effective - especially in situations where there is need for 
community-level investment. For example, under the medieval open field system, culti- 
vation decisions were made collectively but monitoring-sensitive tasks were carried out 
on an individual basis. This allowed utilizing economies of  scale in fencing, harvest- 
ing, shepherding, and risk diversification through strip-cropping without compromising 
the advantages of  individual effort supply [McCloskey (1975, 1991), Townsend (1993), 
Blarel et al. (1992)]. 

The usufructuary rights given under communal tenure systems do not impose large 
losses as long as population density is low and land relatively abundant, payoffs for 
making long-term investments is low, and definition of  individual property rights in 
land is costly. However, even though individuals have the right to cultivate specific 
plots (a measure that avoids the efficiency losses due to collective production), the lack 
of  permanent rights that is implied by the periodic redistribution of  plots may decrease 
incentives to make long-term land-related investments under communal arrangements. 
A similar effect comes through the limitation of  land transfers to members of  the com- 
munity and the inability to utilize land as a collateral for credit. 

Improved access to markets, infrastructure, and financial intermediation are alterna- 
tive ways to provide the benefits - in terms of  insurance, diversification, and access to 
funds for investment-  associated with communal forms of land ownership. At the same 
time these exogenous factors increase the costs - in terms of  investment disincentives 
and foregone land transactions with outsiders - associated with traditional land owner- 
ship systems. This implies that, with economic development, the relative attractiveness 
of communal systems will decrease and, at some point, it would be economically ra- 
tional for a community to allocate permanent and fully tradable ownership rights to 
individuals [see Wilson and Thompson (1993) for Mexico], completing the transition 
from a communal to an individualized tenure system. 

However, instead of  following a smooth evolution along the lines outlined above, the 
transition to individual property rights historically has in the large majority of  cases 
been affected by exogenous interventions. As population growth increases the relative 

5 An interesting case to illustrate this is made by Ellickson (1993) who compares different settlements 
(Jamestown, Plymouth, Salt Lake City, and the Bermudas) to suggest that, while many frontier settlements 
started out with group ownership and production to utilize economies of scale in defense and other activi- 
ties, the length of time during which group ownership is maintained can be related to the riskiness of the 
environment, the frequency of social interaction, and the hierarchy structure of decision-making. 
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scarcity of  land, one observes a general increase in boundary conflicts and social ten- 
sion. 6 In the absence of  strong and representative community-level  institutions, this 
often leads to appropriation of  property rights to the communal  resources by power- 
ful individuals, and abuses of  power and land-grabbing by local chiefs and headmen. 7 
These phenomena are often seen as a major cause of  environmental degradation and 
increased social tension and inequality that leaves out the poor and vulnerable. 

History demonstrates that regions with potential for agricultural or non-agricultural 
exports were generally characterized by the appropriation of  large tracts of  land through 
imperialist,  colonial, or other overlords who either replaced local chiefs and elders, or 
tried to co-opt them to enforce their rule. These changes undermined traditional tenure 
systems, the associated structures of  accountability, and thus the institutional underpin- 
ning of the organic evolution of  such systems [Downs and Reyna (1993), Feder  and 
Noronha (1987)].s Furthermore, once they realized that access to labor rather than land 
was the most limiting factor, overlords generally introduced distortions in other markets 
to reduce the reservation utility of independent farmers and to assure a supply of labor 
for export production in mines or for the newly established estates. In addition to re- 
ducing the reservation utility that cultivators could obtain from independent cultivation, 
such restrictions have contributed to widespread rural poverty and retarded development 
of  competitive markets in rural areas, often laying the basis for continued rural-urban 
dualism. 

In more recent times, governments have, through implicit  and explicit  taxation, 
drained the rural sector of  resources that could have fueled a process of  increased market 
integration and technology development, while at the same time higher rates of popu- 
lation growth vastly increased the need for new technology and better infrastructure 
[Schiff and Vald6s (1995)]. The associated lack of markets and technological opportu- 
nities has, in a number of cases, contributed to a situation akin to the "involution" that 
had earlier been diagnosed for Asian systems [Geertz (1968)], with far-reaching im- 
plications for the structure of  resource ownership rights. For example in Rwanda, with 
very high population density (787 persons per kin2), traditional systems of  land allo- 
cation have become defunct and fail to provide even the most basic services they were 
designed for [Andre and Platteau (1996)]. As traditional limitations on land sales have 
been discarded, speculative land purchases by individuals with access to non-covariate 

6 Zimmerman and Carter (1996a, 1996b) show that incorporating agent heterogeneity, risk, and subsistence 
constraints can facilitate a more differentiated assessment of the welfare impact and productivity impact of a 
given institutional innovation (e.g., the adoption of marketable land rights) on different groups of producers. 
7 For example, despite extremely low levels of population density in Zambia, almost 50 percent of small 
producers feel that their security of tenure is insufficient and are willing to pay (a mean amount of US $ 40) 
for getting secure ownership rights [Deininger et al. (1998)]. Low-cost means of increasing tenure security 
and reducing encroachment from outside through better accountability and issuance of community titles could 
possibly increase welfare and tenure security. 
8 This was independent of whether the intervention was associated with the elimination of traditional tenure 
systems in favor of individualized rights to the selected group, as in many parts of Central and Latin America, 
or the use of local chiefs and dignitaries as intermediaries for the central power, as in African countries. 
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off-farm income lead to a rapid disequalization of  landholdings. 9 While  costly land dis- 
putes consume productive energy, environmental degradation continues unabated and 
the return to an idealized notion of "communal  property rights" is unlikely to be a fea- 
sible option. To judge,  however, what alternative arrangements would be feasible, it 
is necessary to consider in more detail the costs and benefits associated with different 
tenurial arrangements. 

Drawing together the evidence on costs and benefits associated with more secure and 
fuller property rights arrangements, three conclusions emerge. First, where population 
density is sufficiently high, increased tenure security - not necessarily equivalent to 
formal title - has an important impact on increased investment. Second, there is some 
evidence that a higher degree of  transfer rights provides additional incentives for in- 
vestments and for more efficient use of  family labor. Finally, the ability to use land 
as collateral  to increase access to medium- and long-term formal credit markets is of 
importance if  foreclosure is feasible. Studies that compared the financial costs and eco- 
nomic benefits of titling programs suggest that high rates of  return are possible but that, 
unless measures to reduce the transaction costs associated with administering credit to 
smallholders are undertaken, the benefits associated with titles may not accrue equally 

to all types of farmers. 

2.2. Benefits and costs o f  individualized property rights 

The main benefits from well-defined and secure individual property rights relate to 
(i) greater incentives for (and lower costs of) long-term resource conservation and the 
associated increased demand for investment; (ii) improving transferability ( temporary 
or permanent) of  land to cultivators who have the resources to make better use of  it an 
issue that depends on the presence of economies of scale and the disincentives to rental; 
and (iii) the ability to use land as collateral in formal credit markets, a benefit that is 
more significant where formal title exists and land transactions are actually feasible. 
These benefits need to be weighed against two main types of costs: the administrative 
and logistical expense associated with definition of boundaries,  enforcement of rights, 
and resolution of  disputes among claimants, and the increased risk of losing a safety net 
provided by communal  control of land. 

2.2.1. Benefits from individual land rights 

Improved tenure security brought about by individualized land rights will be associated 
with static and dynamic benefits. Even without having full long-term security of  tenure, 
individual cultivation rights that entitle an individual to residual claimancy of  profits 

9 It is of interest to note that about 65 percent of sales are classified as distress sales - the incidence of which 
is not restricted to the lowest landholding group - and an additional 17 percent of lands are sold to cover 
litigation expenses, often arising from land disputes. 
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generated on a plot mark the difference between collective and private forms of  cultiva- 
tion. The transition from collective to private cultivation has historically been associated 
with large increases in productivity, as for example in the case of  China [McMillan et al. 
(1989), Lin (1992), Lin et al. (1994)]. However, equally important benefits from better- 
defined long-term property rights would come about in an intertemporal setting where 
higher security of  tenure would increase the incentives for long-term investments, the 
incidence of  productivity-enhancing transfers, and the supply of  credit to make such 
investments. These aspects are elaborated upon below. 

2.2.2. Tenure security 

Conceptually, insecurity associated with the lack of well-defined property rights can 
be understood as a random probability of  loss of  future income due to conflicting 
challenges. Eliminating such a threat through informal institutions (customary tenure) 
or formal institutions (land titles) will clearly increase the subjective payoff from 
productivity-enhancing, long-term investments, and thus the owner's willingness to un- 
dertake them. While the theoretical expectation is straightforward and easily formal- 
ized [see, for example, Feder et al. (1986), Besley (1995)], the critical question, and 
much empirical debate, has focused on the magnitudes of  such effects in different set- 
tings. 

The analysis of  different types of  land rights in Africa is complicated by the need 
to take into account the potential endogeneity of  investment [Besley (1995)]. The rea- 
son is that there may be certain types of  investments - from marking of  boundaries 
to planting of  trees and hedges, and building of  houses or sheds - that may be under- 
taken with the primary purpose of  establishing implicit property rights to land rather 
than of increasing productivity [Brasselle et al. (1997)]. Depending on how such ac- 
tions affect the probability of  land loss and whether or not there are community rules 
to provide (partial) compensation for such investments when a plot reverts to the com- 
munity, it is easy to construct scenarios where communal tenure systems may increase 
rather than decrease the amount of  land-related investment undertaken [Sjaastad and 
Bromley ( 1997 )]. 10 

The key result from a number of  studies that have investigated the investment- 
enhancing effect of  tenure security is that, under formal as well as informal regimes, 
tenure security - as measured by the extent of rights possessed by the owner - signif- 
icantly affects farmers' investment decisions. Especially where investments are labor- 
intensive but involve few cash outlays, the unambiguous conclusion is that higher levels 

10 Using comparative statics from a simple model it can be shown that communal as compared to individual 
tenure is more desirable from the individual's point of view as the discount rate increases; the productivity 
increase generated by investment is smaller compared to rent; the initial probability of eviction is low; and 
the probability of recovering investment even after eviction is high. A combination of these factors may cause 
individuals under indigenous tenure to commit resources to land improvement beyond what would be the case 
under individual resource ownership. 
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of  tenure security - even if  they are not associated with high levels of transferability 
and are defined only at an informal level - do indeed provide an important incentive for 
increased investment. 11 

Evidence from one of three study areas in Ghana indicates that greater tenure secu- 
rity at the plot level significantly increases the probabili ty that individuals will plant 
trees and undertake a wide range of other investments such as draining, irrigating, and 
mulching [Besley (1995)]. The fact that field-specific rights but not mean household 
rights can be shown to be significant suggests that plot-level tenure security, rather than 
credit supply effects accruing to the household as a whole, is l ikely to be at the root of  
this relationship between tenure security and investment. 

Results from China confirm the importance of tenure security for investment. Com- 
paring plots planted with the same crop within the same household but under different 
tenure regimes, it is found that farmers tend to apply more manure and labor, and to 
obtain significantly higher yields, on plots that are privately owned and therefore more 
secure [Rozelle et al. (1996)]. This is the case even though the possible impact of greater 
tenure security on crop choice (e.g., shifting to orchards instead of  growing maize) is 
not accounted for. Similarly, Yao (1996) finds that higher levels of  tenure security in 
Chinese villages have a strong and very significant investment-enhancing impact (e.g., 
application of green manure). 12 Analysis  of the impact of  higher tenure security through 
land titling in the Brazilian Amazon yields similar results [Alston et al. (1995, 1996)] 
and there is considerable amount of  more anecdotal evidence on a positive association 
between availability of  title and farm output or investment [see Binswanger et al. (1995) 
for references]. 

On the other hand, in Niger, a more land-abundant setting, different degrees of  tenure 
security between plots with full private ownership and plots held under usufruct do not 
give rise to statistically significant differences in application of  manure, a medium-term 
yield- improving investment [Gavian and Fafchamps (1996)]. In this context, farmers 
apply significantly lower amounts of  manure on rented as compared to owned plots, but 
there is no significant difference between parcels held under full private ownership and 
those held under "traditional" usufruct. The conclusion is that apparently tenure secu- 
rity on the latter is high enough for farmers to expect to be able to reap the benefits from 
their (medium-term) investment. At a more general level, it indicates that, in order to 
determine whether specific property rights arrangements are conducive to higher levels 

11 This does not necessarily imply that actions to increase tenure security are warranted or even needed 
[Plattean (1996)]. 
12 At first glance this would seem to be at variance with the finding by Feder et al. (1992) where, for a similar 
sample from four Chinese provinces, neither short-term nor long-term tenure security (captured by farmers' 
perception about the possibility that their land may be reallocated before the expiration of the current 15-year 
contract) had any perceivable impact on investment. One can reconcile the two findings by noting that Feder et 
al.'s study considers non-attached investment (machinery, livestock, and construction) which should be made 
independently of individual plots' tenure security and affected more by access to working capital (which 
indeed emerged as an important determinant of investment). 
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of investment, more detailed study is necessary and generalizations are unlikely to be 
helpful. What is instead required is a more differentiated judgment that takes account 
of  the time horizon of  the investment, the opportunity cost of  the resources used, and 
the size and distribution over time of  the expected payoff  associated with the invest- 
ment. 

2.2.3. Transferability 

Land markets tend to be highly localized. As a consequence, the ability to transfer land 
between users may be of  limited importance in early stages of  development when there 
is little heterogeneity of  skills across the population and non-agricultural opportunities 
are limited. However, the importance and value of being able to transfer use or own- 
ership rights to land increase with economic development, specialization, and better 
development of other markets. In this case, the transfer of  land from those who have 
lower productivity to those who are able to make more productive use of the land im- 
proves the overall resource allocation. The demand for such exchanges increases fur- 
ther as the rural economy becomes more integrated geographically, facilitating transac- 
tions between individuals who are not members of  the same community. Such situations 
generally involve larger problems of  asymmetric information and greater benefits from 
more formal systems of  land ownership recording. If  the ability to liquidate invest- 
ments (through land transfers) increases the incentive to undertake such investments, 
higher levels of  transfer rights, and the greater ability to affect transfers which is en- 
tailed in formal land rights systems, will not only improve resource allocation but will 
also be associated with higher levels of  investment and labor use by individual cultiva- 
tors. 

The only data that allow testing of  this hypothesis come from China, where one ob- 
serves variability in systems of  transfer rights in different communities [Carter and Yao 
(1998)]. Results suggest that higher levels of  transfer rights increase investment (e.g., 
application of  green manure). In addition, evidence from China indicates that higher 
levels of  transfer fights also induce a better allocation of  the household's labor endow- 
ments in response to, for example, outside employment opportunities. Households with 
higher levels of  transfer rights apply less labor on their farm and devote more time to 
more remunerative off-farm activities [Yao (1996)], thereby contributing to equalization 
of  factor ratios within a village and increasing overall efficiency. More indirect support 
for an important efficiency-increasing (but not investment-enhancing) impact of higher 
transfer rights is provided by Rozelle et al. (1996), who find that an increase in off-farm 
opportunities narrowed the difference between labor spent on (transferable) private and 
(non-transferable) communal plots. 13 

13 Evidence is not uniform: for Ghana, the hypothesis that sales and rental rights do not have a significant 
impact on investment decisions can not be rejected [Besley (1995)]. This suggests that the prospect of being 
able to transfer land more easily through sales and rental markets in the future is, in this environment, not an 
important consideration in individuals' decision to effect land-related investment. 
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2.2.4. Credi t  a cce s s  

In addition to inducing investment, secure land ownership is l ikely to increase the sup- 
ply  of  credit from the formal credit system to undertake such investment. The reason 
is that, because of  its immobil i ty and virtual indestructibility, land with secure, clearly 
defined, and easily transferable ownership rights is an ideal collateral. The provision of  
a collateral - facilitated by possession of  formal land title - is generally a necessary 
condit ion for participation in formal credit markets for medium- and long-term credit. 
In fact, there is evidence of  titles facilitating access to informal (but impersonal)  credit 
markets as well [Siamwalla et al. (1990)]. Existence of  well-documented and transfer- 
able property rights and of  institutional arrangements to facilitate the low-cost transfer 
of  land is l ikely to make an important contribution to the development of  financial mar- 
kets. 

However, while use of  titled land as collateral can, under the condition that fore- 
closure is feasible, reduce a bank 's  default risk and thereby enhance credit supply, it 
will  have little impact on the transaction costs associated with administering credit to 
small producers in rural areas. In environments where these costs are high, the improved 
creditworthiness brought about by possession of  land title may therefore not be enough 
to facilitate access to formal credit by small farmers. Unless complementary measures 
to reduce transaction costs and ensure access to credit by this group are undertaken 
alongside with individualized property rights through titling, the benefits from titling 
programs may accrue only to medium and large landowners. 

The importance of the credit supply effect associated with provision of  land title is 
supported by evidence from Feder et al.'s (1986) study in Thailand, where farmers '  
opinions and econometric evidence point towards improved credit supply as the main 
benefit from titling. Land ownership titles induced higher investment in farming capital 
(attached investments and other capital); 14 titled land had significantly higher market  
values and higher productivity per unit. In three of  the four provinces covered, house- 
holds '  credit supply had been significantly enhanced by the availability of  title. By con- 
trast, and in line with the above, title was found to have little impact on either investment 
or farm income where formal credit markets were not available [Atwood (1990), Carter 
and Wiebe (1990), Migot-Adhol la  et al. (1991), Pinckney and Kimuyu (1994)]. 15 

Addit ional  evidence from a study based on panel data from Paraguay indicates that 
titling had a positive income or productivity-enhancing effect through credit market  ben- 
efits for at least some groups of  farmers. Due to a strong impact of  formal title on both 

14 Problems of endogeneity and self-selection are circumvented by drawing samples from squatter villages 
in areas nominally under public ownership (where titles could not be awarded) and private areas where all 
residents already had obtained titles. 
15 Pender and Kerr (1996) show that for India land ownership has little impact on credit supply, a fact that 
is attributed to severe non-price rationing. Nonetheless, land values for titled land are on average about 15 
percent higher than for untitled land, suggesting that possession of formal title reduces the probability of land 
loss for potential buyers. 
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credit supply and investment demand, the benefits from title are relatively large (about 
10 percent of  farm income), and significantly higher than the cost of  titling. However, 
the impact of  awarding titles was strongly size-differentiated. Estimates indicate that 
producers with fewer than 20 hectares remained rationed out of  the credit market and 
therefore did not benefit at all from the credit-supply effect of title [Carter and Olinto 
(1996)]. 

This differential impact suggests that, in environments where other markets (such as 
credit markets) entail distortions which put smaller and poorer farmers at a disadvan- 
tage, individual property rights on equity, and - in the medium to longer term - on the 
direction and nature of  land transfers between different size classes of  producers, could 
imply greater inequity. Whether, in the presence of heterogeneity in endowments, small 
producers will benefit from such policies depends critically on the ability to reduce, to- 
gether with titling, transaction costs and policy-induced distortions that limit access to 
credit markets. 

2.2.5. Costs 

The most obvious cost associated with formal definition of  property rights in land is 
the expenditure needed to physically demarcate and delineate plots, to establish and 
maintain accurate records of  land ownership, and to enforce these rights and resolve 
whatever disputes might arise. 16 These costs are borne by individual land owners in sit- 
uations (for example, frontier settlement) where public enforcement of  property rights 
is absent and individuals make defensive investments such as guards, fences, and other 
demarcation devices to demonstrate the legitimacy of  their claims to property and to 
defend such rights against possible intruders [Mueller (1997)]. It has been shown that 
the privately "optimal" amount of  spending by individuals on means of  protection will 
be inefficient from a social point of  view [Feder and Feeney (1991), De Meza and Gould 
(1992)]. Furthermore, the defensive activities undertaken often have little social value 
and may generate negative externalities, an issue that has been emphasized with respect 
to the Brazilian Amazon where the need to demonstrate "productive" land use to estab- 
lish ownership claims has been linked to increased deforestation [Binswanger and Elgin 
(1988), Southgate et al. (1991)]. Even where they are not associated with externalities, 
defensive activities that are often undertaken in speculative attempts to secure "owner- 
ship" of  large tracts of  land can lead to complete dissipation of  the rents to be had ]Allen 
(1991)]. 17 

Given the undesirable impacts of private rights enforcement, public provision - in 
the form of land records, police, and a judiciary - would therefore be preferable in all 

16 Note that the number of disputes is itself endogenous, depending on the type of property rights system 
chosen. 
17 Spontaneous collective action to limit the dissipation of resource rents associated with individualized de- 
fense of property rights has been observed in a number of cases where group sizes were small [Umbeck 
(1977)]. 
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situations except ones characterized by very low levels of population density [Malik 

and Schwab (1991)]. This is indeed observed throughout human history. The specific 
form in which land records are established will still depend on the relative costs and 
benefits from such an activity - something that depends partially on the technology and 
infrastructure available for record keeping. 18 At initial stages of human development, 

assignments of property rights appear to have been handled orally by the community 
(with community functionaries holding public sessions at the gate, for example). 

However, the benefits from keeping written records seem to have been so great that, 

across a large number of cultures, officially validated land records were among the 

first documents to appear once a written language was developed. In addition to estab- 
lishing unambiguous ownership rights, written records allow verification of ownership 
status of land at low cost, thus reducing the scope for asymmetric information about 
ownership and quality of land, and making land sales and rentals cheaper to imple- 
ment. 19 This reduction of transaction costs increases the liquidity of the land market 

and can bring the number of efficiency-enhancing transactions closer to the optimum, 
i.e., helping to transfer more land from less productive to more productive individu- 
als. 

A second type of social cost associated with fully individualized property rights re- 
lates to the fact that, at low levels of development, communal  land ownership may per- 
form an important insurance function that would be eliminated by establishing fully 
individualized property rights in land. 2° Furthermore, it has long been known that in 

cases where other markets are highly incomplete, land sales markets may not automati- 
cally transfer land to more productive users. In such situations, individualization of land 

rights could be doubly disadvantageous [see Platteau (1996) for references]. On the one 
hand it could pave the way for the emergence of sales markets that deprive traditional 
communities of their source of livelihood (often without adequate compensation), thus 
generating social unrest and violence and eliminating an important form of insurance. 

On the other hand, where land rights are introduced in such an environment, productiv- 

ity will not necessarily increase, as availability of land rights could induce concentration 

18 Ellickson (1993) notes that historically the establishment of formal land rights is closely related to the 
emergence and widespread use of written language; in many cultures records of land transactions were among 
the first texts to be officially recorded. 
19 See, fur example, the Indian Arthsastra from the fourth century B.C., as well as references in the Bible 
relating to the period 600 B.C. 
20 Jodha (1990) provides evidence on the importance of access to the commons as a safety net for the poor. 
Based on panel data from China, Burgess (1997) finds that the equitable allocation of land use rights under 
communal tenure has an effect similar to a lump sum transfer that provides insurance against low nutritional 
outcomes in a way that is more incentive--compatible than an ex post redistribution. The fact that land own- 
ership has a more significant impact on improving nutrition than on income can be explained by the fact that, 
with imperfect rural grain markets, considerable cash outlays would be required to achieve a similar effect 
through market purchases of grain. The presence of equity benefits from periodic redistribution of land rights 
in China would be consistent with peasants' strong support for the system of periodic redistribution [Kung 
(1995)]. 
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of landholdings by a privileged minority of wealthy individuals who - for example by 
having access to non-covariate sources of  income - axe in a position to accumulate land 
for speculative purposes without making productive use of this asset. 21 

Historical evidence indeed suggests that, especially in situations where other mar- 
kets are not well developed or where policy-induced distortions affect the functioning 
of land markets, increased transferability of  land may deprive the poor of an impor- 
tant social safety net. The importance of the insurance aspect is confirmed by the fact 
that, even where societies have made the transition to individualized land rights, they 
have often maintained land-related social safety nets to provide insurance for the poor. 
One example of  a mechanism to do so is to allow continuing uses of  communal pas- 
tures and forest areas of  low productive value as well as a universal right to collect 
leftovers after the harvest or to graze animals on harvested fields. Another example is 
the provision for periodic redistribution of  at least part of  the land available to the com- 
munity. 22 Such redistribution of  cultivation rights could decrease productive efficiency 
by attenuating incentive to make plot-specific investments. The fact that societies have 
been willing to incur these efficiency losses suggests that the subjective valuation of 
the benefits in terms of  avoiding widespread landlessness, social destitution, and dis- 
content, has been high. This implies that where land is an important asset for poor and 
marginal groups, both social and efficiency aspects associated with land rights need to 
be accounted for in assessing the potential benefits from individualizing land tenure 
arrangements. 

3. Land markets: Functioning and efficiency implications 

If there are differences in individuals' skills and endowments of  different factors of  
production, markets should help in optimizing factor proportions employed and thus 
increase overall efficiency of resource allocation. This section aims to outline the main 
determinants that would affect participation in the land sales or the land rental market, 
and based on this to elaborate on links and differences between these two markets, in 
terms of  their impact on equity and efficiency of  resource allocation. 

The productivity advantage of small farmers who rely predominantly on family la- 
bor rather than on less motivated hired workers who have to be supervised would im- 
ply that, in the absence of imperfections in other markets, a functioning land market 
should facilitate efficiency- and equity-enhancing transfers from large to small produc- 
ers, or from ones with lower management skills to better operators. However, land sales 
transactions could be efficiency-decreasing if, for example due to policy-induced credit 

21 Note that this is historically well-founded, as the many examples in Binswanger et al. (1995) demonstrate. 
22 If incentive smactures and enforcement mechanisms to ensure that such provisions are actually imple- 
mented at the local level are non-existent, the provision for regular redistribution can actually give way to 
arbitrary behavior and rent extraction by local leaders. For a theoretical and empirical discussion of these 
issues, see Turner et al. (1998). 
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market distortions, large owners' advantage in accessing credit would offset the produc- 
tivity advantage of owner operators; or if, due to the inability to insure, significant land 
holdings are not part of poor people's optimal asset portfolio. 23 Thus, before actions to 
activate the land market are undertaken, careful empirical investigation of the function- 
ing of financial markets and insurance mechanism, and possibly steps to improve their 
functioning, might be in order. 

Even if imperfections in markets for credit and insurance reduce the scope for the land 
sales market to bring about improved land allocation through land transfers from large to 
small producers, such allocation should-  in a frictionless world - be facilitated through 
the land rental market. One possibility would be an interlinked contract whereby the 
landlord uses the credit access provided by land ownership to provide the tenant with 
working capital as part of the rental contract. High transaction costs - part of them 
related to government regulation - reduce the extent of land rental transactions in a 
number of countries. Examining the implication of regulations in more detail would be 
of importance as removing unjustified interventions is likely to go a long way towards 
improving resource allocation in agricultural systems characterized by very unequal 
land distribution. Most rental markets in developing countries involve some form of 
share tenancy. While this arrangement does not lead to full efficiency, it is a second best 
solution given risk and imperfect capital markets. The sections below elaborate these 
points and review relevant evidence. 

3.1. Key determinants of  land market participation 

The shadow price of land for different types of agents is determined by the agricultural 
production function, the households' inherent managerial ability, and by possible im- 
perfections in labor, credit, and land markets that are common in rural areas. If credit 
and land rental markets were perfect, the supervision costs associated with the use of 
hired labor would make smaller farms more productive, and would lead households to 
lease in or lease out the amount of land required to maintain a uniform ratio of fam- 
ily labor endowment to operated area, irrespective of the land ownership distribution 
[Feder (1985)]. However, imperfections in other markets may change this, with impli- 
cations for the functioning of land rental and sales markets. For example, in the presence 
of credit market imperfections, if supply of working capital depends on the amount of 
land owned, the optimal size of the operational holding will vary systematically with 
size of the owned holding even if land rental markets were perfect. While the magni- 
tude (and direction) of this effect would depend on the elasticity of output with respect 
to effective labor and of labor effort with respect to supervision, it can overwhelm the 
productivity advantage of family farmers and give rise to a positive relationship between 

23 Indeed, there is descriptive evidence indicating that in environments with imperfect credit market access, 
e.g., in Africa, land sales markets result in an efficiency-reducing transfer of land from small to large producers 
[Collier (1989)]. 
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owned farm size and productivity. In addition to this, capital and insurance market im- 
perfections may also affect the production activities of  poor producers - possibly lead- 
ing them to pursue less risky but also less productive activities. Below we review the 
factors which affect the productivity of  farmers, and thus determine their demand for 
land. 

3.1.1. Economies o f  scale 

The presence or absence of  economies of  scale would systematically affect the shadow 
price of land for different farm-size classes. Possible economies of  scale could arise 
from the presence of  indivisible factors of production or cost elements leading to an ini- 
tial range of  farm size where the average cost of  production declines with farm size. In 
cases where other markets function reasonably well, optimal farm sizes tend not to ex- 
ceed the scale at which family labor is fully occupied (utilizing seasonal hired labor for 
specific tasks), 24 There are few agricultural activities in which significant economies of  
scale in the production process exist. 25 Some economies of  scale are associated with 
the processing and marketing of  many agricultural products, but this does not have 
important implications for the unit cost of  farming operations as long as competitive 
markets for outputs and inputs exist. Alternatively, access to such markets is sometimes 
arranged through cooperatives. Only for a few "plantation crops" such as sugarcane, ba- 
nanas, or tea could the need for immediate large-scale processing or marketing transmit 
economies of  scale from the processing stage to production. To reap the economies of  
scale associated with the former, production of  these crops is generally organized on a 
scale that corresponds to the opt imum scale of  the processing factory. 26 

3.1.2. Labor supervision cost 

Constant returns to scale would imply that the size of  agricultural operations has lit- 
tle impact  on productivity. However, the need to supervise hired labor would confer 
a productivity advantage on owner-operated farm units. The fundamental  reason for 
this is the presence of  agency costs [Jensen and Meckling (1976)], which result from 
the need to manage wage labor and enforce effort in large-scale operations. The lack 
of  incentives for wage workers to exert effort, and the consequent need to supervise 
labor or to offer incentive contracts, has received considerable attention in industrial 

24 A large number of empirical studies [e.g., Olson-Lanjouw (1995) for India, Feder et al. (1989) and Burgess 
(1997) for China, Olinto (1995) for Paraguay] are indeed unable to reject the hypothesis of constant returns 
to scale in agricultural production. 
25 Exceptions are limited to cases of highly specialized machinery, specialized livestock production, or plan- 
tation crops where economies of scale are transmitted from the marketing to the production stage. 
26 However, the supervision advantages of owner-operators have in many cases motivated large processors to 
contract production out to smallholders under outgrower or contract farming schemes, often providing credit 
in kind as well as technical assistance [Glover (1990)]. 
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organization literature [Jensen and Meckling (1976)], and is recognized to have pro- 
found implications for the organization of  production and for the optimal size of the 
firm [Calvo and Wellisz (1978), Eswaran and Kotwal (1985a, 1985b)]. The cost of  su- 
pervision is particularly large in agricultural production due to spatial dispersion of  the 
production process and the need to constantly adjust to micro-variations of  the natural 
environment. Family members are residual claimants to profits and thus have higher 
incentives to provide effort than hired labor. 27 They share in farm risk, and can be em- 
ployed without incurring hiring or search costs. These attributes underlie the general 
superiority of  family farming over large-scale wage operations, manifested empirically 
in an inverse relationship between farm size and productivity. A large number of  studies 
based on aggregate, or cross-sectional, and panel data have confirmed the existence of 
the inverse farm-size productivity relationship for all but the smallest farm size classes 
[Berry and Cline (1979), Carter (1984), Benjamin (1995), Newell et al. (1997), Kutcher 
and Scandizzo (1981), Olinto (1995), Burgess (1998), Udry (1997)]. 28 Thus, unless 
there are other countervailing forces, one would expect land markets to transfer land 
from large to small producers. We turn now to a discussion of  these countervailing ef- 
fects. 

3.1.3. Credit  market  access 

A reason for observing few land market transfers from large to small producers is that 
it is difficult for small farmers to obtain credit and insurance. 29 This has two implica- 
tions. On the one hand, credit market imperfections that increase the shadow price of  
credit for small producers would reduce small farmers' competitiveness in the land sales 
market, possibly outweighing the supervision cost advantage they enjoy. Also, if there 
are individuals with non-agricultural income who value land for other than productive 
reasons, land prices will exceed the net present value of  agricultural profits, making it 
difficult to acquire land in the sales market with the expectation of  paying off the debt 
from agricultural profits alone without recourse to equity. 

Asymmetric information and moral hazard lead generally to quantity rationing in 
credit markets [Stiglitz and Weiss (1981)]. Formal credit markets can overcome the 
problem of asymmetric information by utilizing a collateral requirement. However, the 
costs of and political impediments to foreclosure on smallholders' land are often quite 
significant. This is part of  the generally high transaction costs associated with providing 
credit to small producers. In informal credit markets, close familiarity and social control 

27 Empirical evidence confirms that family labor is more productive than hired labor, and that the intensity of 
supervision by family members affects the performance of hired labor [Frisvold (1994)]. 
28 Bhalla and Roy (1988) and Benjamin (1992) have shown that cross-section analyses [e.g., Berry and 
Cline (1979), Carter (1984), Newell et al. (1997), Kutcher and Scandizzo (1981)] tend to overestimate the 
productivity advantage of smaller farms if soil quality is not specifically accounted for. 
29 Due to the covariance of production risks, crop insurance is very difficult to obtain and forward markets to 
insure against price risk are often unavailable to small producers due to high transaction costs. 
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is used to select promising clients or projects. This is quite costly as the scope for 
effective supervision is limited. Furthermore, informal lenders have only limited scope 
to diversify covariate risks, and they typically do not provide much long-term credit. 
Interest rates on informal loans are thus high. Thus, both limited availability of credit 
and high cost of borrowing would prevent those who do not have accumulated savings 
from acquiring land. 3o 

Credit market imperfections can thus offset small farmers' supervision cost advan- 
tage. For the case of Sudan, for example, yields for virtually all crops are lower for poor 
(small) farmers and higher for rich (large) farmers, thus turning the farm-size productiv- 
ity relationship upside down. Furthermore, the land rental market leads to land transfers 
from poor and labor-abundant smallholders to rich and relatively labor-scarce house- 
holds [Kevane (1996)]. The reason is that capital market imperfections combined with 
reasonably functioning land and labor markets and a technology that is not supervision- 
intensive make it more attractive for small credit-constrained households to rent out 
land and work for a wage than to engage in owner-cultivation without capital inputs. 
By contrast, in panel data from Burkina Faso an inverse farm size-productivity relation- 
ship was observed even though a positive presence of correlation between yields and 
cash inflows from non-agricultural employment suggests the presence of capital mar- 
ket imperfections [Udry (1996)]. The conclusion is that imperfections in land, labor, 
credit, and insurance markets have to be analyzed together. Efforts at land redistribu- 
tion that do not simultaneously address credit market imperfections may be costly and 
ineffective. 

3.1.4. Portfolio composition 

Small producers' inability to access formal markets for credit and insurance often forces 
them to adopt costly insurance substitutes, one of which is the adjustment of crop and 
asset portfolios to a low return-low risk combination. 31 In order to ensure satisfaction of 
a minimum subsistence requirement during periods of distress, credit-constrained pro- 
ducers could hold a portfolio of less risky but also less productive assets than that of 
unconstrained producers. In particular, smallholders may demonstrate a lower demand 
for land than that which would seem to be justified by their potential productive ad- 
vantage. Zimmerman and Carter (1996b) use parameters from Burkina Faso to show 
that, starting from an egalitarian distribution of land, production risk together with co- 
variance of land prices leads to successive concentration of land via sales from more 
productive small producers to relatively less productive large farmers. This illustrates 

30 The difficulty of land acquisition through borrowing by would-be smallholders, in spite of their productiv- 
ity advantage, has been highlighted by Binswanger and Elgin (1988) and Carter and Mesbah (1993). Further- 
more, they point out that by exhausting access to credit for land acquisition, the ability to borrow for working 
capital is eliminated. 
31 Examples are provided by Rosenzweig and Wolpin (1993), Dercon (1996), Dercon and Krishnan (1996), 
and Rosenzweig and Binswanger (1993). 
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that improving the functioning of land sales markets will not necessarily lead to better 
resource allocation if  other markets '  distortions are not tackled. 32 

3.1.5. Transac t ion  costs  

A further factor that might prevent land markets from achieving a first-best allocation 
is the transaction cost associated specifically with land sales. It has often been observed 
[see, for example,  B alcazar (1990), Carter and Zegarra (1995)] that, especial ly in coun- 
tries with a dualistic distribution of  land ownership, land sales  markets are highly seg- 
mented in the sense that, despite a considerable frequency of land transactions within 
farm size groups, land sales across farm-size class-boundaries are virtually absent. One 
explanation is that transaction costs of  subdividing large farms to many smallholders 
are high. Similarly, the fact that certain costs (e.g., formal registration) associated with 
land transactions are independent of  the size of  the purchase creates indivisibilities that 
would either discourage small land transactions or drive them into informali ty where 
such costs are not incurred. 

Whi le  the discussion of  costs associated with land rentals  in the literature is less 
extensive, government regulations appear to have reduced the amount of  land leasing 
below what would take place otherwise. Even in countries that avoided the imposit ion 
of  explicit  restrictions on tenancy (which, as discussed below, were associated with 
significant efficiency losses), the threat of  expropriative land reform in many countries 
implied that renting out land to more productive smaller producers exposed the landlord 
to a considerable risk of  losing ownership rights in the course of land reform. To prevent 
this from happening, many landlords appear to have evicted tenants altogether, resorting 
instead to mechanization, cattle ranching, or cultivation using a hired labor force [De 
Janvry and Sadoulet  (1989)]. The implications for land rentals, although they have not 
been rigorously quantified in any of the cases, appear to have been considerable. 

3.2. L a n d  sa les  marke t s  

The discussion of  the previous section implies that non-agricultural  uses of  land as well  
as credit market  imperfections tend to drive the equilibrium price of  land above the capi- 
talized value of  the income stream from agricultural profits. This would imply that fully 
mortgage-based land acquisition by the poor will  not be possible. In addition, pol icy 
distortions will tend to increase the wedge between the price of  land and the capitalized 
value of  the income from agricultural production. Use of  land as an inflation hedge, as 

32 The fact that study of land markets cannot be divorced from the functioning of other markets has been 
emphasized by Basu (1986) in a model of "interim" land transactions that explicitly serve as a credit sub- 
stitute. In this context, the supply of land for sale would increase with the probability of being able to buy 
back the land, the attractiveness of other (financial) assets as compared to land, and the need for liquidity. 
Sengupta (1997) draws out the implications of limited liability on contract choice within a more general set 
of contractual options. 
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well as credit subsidies and tax advantages that allow the use of  agricultural activities as 
a tax shelter, are examples [Gunjal et al. (1996), Brandao and de Rezende (1992), Just 
and Miranowski  (1989), Feldstein (1980)]. To the degree that such distortions confer 
disproportionate benefits to larger landholders (as in the case of  tax advantages, which 
are generally of  no relevance to the poor), this would further bias the operation of  the 
land sales market  against redistributing land to landless or marginal landowning house- 
holds who could have a productivity advantage as family farmers. 

Analysis  of land market  transactions and offer and asking prices in Paraguay indicates 
the presence of  a large gap between willingness to sell and willingness to pay, 33 signif- 
icant differences in such prices across farm sizes, and very distinct regional patterns 
of land market  performance depending on whether or not other markets exist and how 
well  they function. 34 A similar conclusion is implied by the observation that the degree 
to which financial markets were accessible to small producers was (together with the 
initial distribution of  assets and the characteristics of the production system) one of the 
key factors that determined the response of  land accumulation patterns to agro-export  
booms in Guatemala and Chile ]Carter and Barham (1996)]. 

Exposure to undiversifiable residual risk causes farmers to resort to liquidation of  
their assets during periods of severe crisis, a phenomenon commonly referred to as dis- 
tress sales. This implies that the covariance of weather risks for the farming population 
causes land prices to be low (due to insignificant effective demand and high supply) 
during bad crop years, with the consequence that individuals who had to sell off land 
during crises may not be able to repurchase land during subsequent periods of  recovery 
[Bidinger et al. (1991)]. Distress sales have not only played a major role historically in 
shaping more concentrated land ownership patterns, but are also l inked in the literature 
to the elimination of  traditional mechanisms for coping with risk [Kranton and Swamy 
(1997), Brockett (1990)]. 35 

The link between unmitigated production risk and distress sales is highlighted by 
Cain (1981) who examines the implications of  different insurance mechanisms on dis- 
tress sales and the land ownership distribution between 1960 to 1980 for predominantly 
agricultural villages in India and Bangladesh. These villages faced very high production 
risks but were characterized by distinct differences in mechanisms of  risk insurance: In 
Maharashtra, India, an employment  guarantee scheme operated throughout the period 

33 Willingness to sell was significantly higher than was willingness to pay to purchase land, but the gap 
decreased with farm size (from 50 percent for the smallest farms, to 20 percent for medium-sized units). 
This could be an indication of labor market imperfections, i.e., the value given to land as a source for self- 
employment, in addition to small farmers' unwillingness to be bought out. 
34 In Paraguay, land markets ffmction reasonably well in traditionally settled zones in the country's interior, 
but not at the frontier where the labor cost advantage of family farms appears to be overshadowed by capital 
market imperfections [Carter and Zegarra (1996)]. This suggests that the productivity advantage of small 
farmers would manifest itself in the land purchase market only if land market reform were combined with 
improved access to capital markets. 
35 Distress sales have been important in China [Shih (1992)], in early Japan [Takekoshi (1967)], in the Indian 
Punjab [Hamid (1983)], and in Latin America following the abolition of communal tenure [Brockett (1990)]. 
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and attained participation rates of  up to 97 percent of  all households during disasters. 
Such schemes were absent after the major flood episodes in Bangladesh. Thus, 60 per- 
cent of land sales in Bangladesh were undertaken to obtain food and medicine, undoubt- 
edly due at least in part to the lack of other insurance mechanisms. About  60 percent 
of  the currently landless lost their land since 1960, and the Gini coefficient of  landown- 
ership distribution increased from 0.6 to almost 0.7. This contrasts sharply with the In- 
dian villages, where land sales to finance consumption expenditures accounted for only 
14 percent of  sales and were incurred mainly by the rich to meet social obligations. On 
the other hand, 64 percent of land sales were undertaken in order to generate capital 
for productive investment (digging of  wells, purchase of  pump sets, and children's  ed- 
ucation), and the land sales market  actually contributed to a slight equalization of  the 
land-ownership distribution. This suggests that in this case the poor were able not only 
to avoid distress sales, but were able, through access to cash-generating employment,  
to acquire some land as rich households l iquidated agricultural assets to be able to pur- 
sue non-agricultural  investment, Survey data on land transactions from India indicate 
that purchases of land are almost all undertaken by individuals with access to sources 
of  income which are not correlated with agricultural production, and that borrowing to 
finance agricultural land acquisition is virtually non-existent [Sarap (1990)]. 

3.3. Land rental markets 

As the discussion above illustrates, land sales markets will not necessarily lead to an 
optimal allocation of  land in the presence of credit and insurance market  imperfec- 
tions. However, improved resource allocation can be achieved through land tenancy 
contracts even when other markets are incomplete. Analysis  shows clearly that land 
rental markets serve an important function in equalizing returns to non-tradable factors 
of  production such as family labor and bullocks [Skoufias (1991)]. 36 Given the huge 
diversity of  tenancy arrangements, we need first to explain the wide range of  tenancy 
contracts that is empirical ly observed in developing countries. This gives rise to the 
second issue, namely, the implications of  these contracts for the efficiency of  resource 
allocation. 

Assume a constant returns to scale production function Q = OF(e, h), where Q 
is output, e is effort, h is number of tenants, and 0 is a stochastic element. Then 
the range of  contracts can be summarized as follows. The landlord 's  income is 
y = h [ ( 1 -  ~ e ) Q - / 3 ] ,  and the representative tenant 's income is Y = c~Q ÷ / 3 .  The 
fixed rent contract is given by {~ = 1,/~ < 0}, the pure wage contract is represented 

36 Land rental transactions to circumvent imperfections in credit markets have been important in West Africa 
in the past [Robertson (1982)], and continue to be observed in a number of developing countries where credit 
markets are absent or credit is highly rationed. Usufruct mortgage is still reported to be common in Bangladesh 
[Cain (1981)], Java [Morooka and Hayami (1989)], and Thailand [Fujimoto (1988)]. In the Philippines, ten- 
ancy transactions emerged as a credit substitute in response to limitations on the transferability of land [Na- 
garajan et al. (1991)1. 
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by {ol --- 0,/3 > 0}; and the share contract is given by {0 < e~ < 1 }, with the sign and 
magnitude of/3 a function of  the landlord's choice of c~ and the tenant's reservation 
utility level [Otsuka et al. (1992)]. 

Under conditions of  certainty and the assumption that tenants' effort can be moni- 
tored and enforced, the specific choice of  contract type does not matter as all contracts 
lead to equivalent outcomes [Cheung (1969)]. I f  the assumption of  perfect effort en- 
forceability is dropped, and agents are assumed to be risk neutral, only the fixed rent 
contract is optimal. The reason is that in all other cases tenants receive only a fraction of  
their marginal product, something that would induce them to exert less than the optimal 
amount of  effort (where the marginal disutility is equal to the full marginal benefit from 
this action). Any type of  contract other than fixed rent would result in undersupply of  
effort by the producer (tenant or worker), which would lower total production. 

Indeed, fixed-rent tenancy is widespread in all developed countries, such as the U.S. 
and Canada, where about one-third of  the agricultural land is cultivated by tenants. The 
fact that virtually all of  this land is rented under fixed-term contracts suggests that such 
an arrangement would be a relatively efficient way of achieving optimal operational 
holding sizes in economies with well-functioning credit, risk, and labor markets. How- 
ever, where markets for credit and insurance are highly incomplete and where the rural 
landless class is large, as is the case in most developing countries, adoption of  a fixed 
rent contract where rent is paid up-front (i.e., independent of  the output from produc- 
tion) may not be feasible or optimal from the perspective of  all parties to the transaction. 

In such a situation, two main reasons, risk-sharing and limited tenant wealth, could 
mitigate against adoption of  the fixed rent contract and in favor of  a sharecropping 
c o n t r a c t s  Although it would reduce the incentive to exert effort, a share contract pro- 
vides the possibility of  partly insuring a risk-averse tenant against fluctuations in out- 
put. Where, in risky environments, a risk-averse tenant faces significant uninsured risk, 
a share contract may well provide the tenant with higher expected utility and thus be 
adopted despite the lower aggregate productivity involved. In fact, it can be shown that 
in this case, the Pareto optimal outcome will always require a trade-off between the 
risk-reducing properties of  the fixed-wage contract, under which the tenant's residual 
risk is zero, and the incentive effects of  the fixed-rent contract, which would result in 
optimal effort supply but no insurance [Otsuka et al. (1992)]. Given risk aversion and 
incomplete intertemporal markets, a one-period contract is a second-best solution. Part 
of  this shortcoming can be eliminated by state-contingent side payments in the context 
of  a repeated game. 38 

37 There is a third rationale for adoption of the share contract, namely that imperfect information on tenants' 
unobservable characteristics, such as ability, causes landlords to use sharecropping contracts as a screening 
device where the tenants' acceptance of certain types of contracts provides a signal for their productive ability 
[Newbery and Stiglitz (1979)]. Data from India indicate that landlords observe tenants' ability quite well 
[Olson-Lanjouw (1995)], suggesting that such signaling may not be the main reason for the adoption of 
sharecropping. 
38 Sadotdet et al. (1997, 1994) observe that close kinship relations provide sufficient assurance to landlords 
to provide implicit insurance to their tenants, thereby avoiding the inefficiency of the share contract. 
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Limited tenant wealth increases the landlord 's  risk when a fixed-rent contract does 
not involve a front-end payment.  In case of a disaster (such as a bad climatic shock), 
tenants with insufficient wealth are l ikely to default on the rent payment,  implying that 
landlords will tend to enter into fixed-rent contracts only with tenants who are wealthy 
enough to pay the rent under all possible output realizations. If  tenants are poor, it will 
be optimal for the landlord to choose a share, rather than a fixed-rent contract [Shetty 
(1988)]. In a one-period game this would imply that landlords would rank tenants by 
wealth, choosing to enter into contracts only with the wealthiest tenants. Empirical  ev- 
idence reported by Quibria and Rashid (1984) confirms such behavior. By implication, 
the efficiency of  any particular tenancy contract is increasing in tenant wealth, and the 
overall efficiency of  the tenancy market  would depend on the initial wealth distribution 
of  potential tenants, generating a direct mapping between the distribution of  wealth and 
economic efficiency [Bardhan et al. (1997)]. In a repeated game, landlords would allow 
all but the least wealthy tenants to earn positive profits in equilibrium, thus using the 
threat of  contract termination (or eviction) as a device to elicit effort supply. 

An extension of  this argument is provided by Mookherjee (1997), who shows that 
in the context of bargaining on the terms of  an interlinked tenancy contract between 

landlord and tenant, the efficiency of  the contract - i.e., the amount of  effort exerted - 
will always be higher under operator-ownership of the land than under a tenant-landlord 
relationship. 39 This would imply that redistribution of  land from the landlord to the ten- 
ant - or any other measure (e.g., increased off-farm opportunities) that would increase 
the tenant 's reservation utility - would be associated with an increase in aggregate pro- 
ductivity. Still, while such a redistribution could increase the aggregate utility of  both 
parties (thus making compensation of  the landlord a theoretical possibili ty),  a voluntary 
market-based transfer of  land from the landlord to the farmer is not feasible. The intu- 

ition is s i m p l e -  since a credit-based land purchase does not enhance the tenants '  wealth, 
the l imited liabili ty constraint will  still be applicable and the debt overhang incurred by 
the cultivator to purchase the land will reduce the incentive to apply effort instead of  
just  defaulting on the loan. However, a non-market  transfer of  land from landlords to 
farmers could be associated with an increase in overall productivity as well as aggregate 
welfare. 

Insights on the relationship between liquid assets and contractual parameters are pro- 
vided by Laffont and Matoussi  (1995) in a study of  Tunisian sharecroppers. Their re- 
sults suggest that differences in the contracting parties '  working capital endowments 
can account for the coexistence of  a variety of contracts, even in the same environment 

4o and among parties with similar risk aversion characteristics. The positive relationship 

39 The scope for other benefits from a more egalitarian distribution of land ownership that are not directly 
related to agricultural productivity is illustrated by Banerjee et al. (1997). 
40 If risk were a major factor in choosing the optimal type of contract, one would observe significant variation 
in crop shares according to the riskiness of the crops grown on particular plots. This, however, is not observed 
empirically. 
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between the crop share and the tenant's working capital endowment that would be pre- 
dicted by theory, even with perfect monitoring of effort, is indeed confirmed by the data. 
Output is shown to increase significantly with tenants' wealth for all contract types as 
well as for share contracts, but tenant wealth has no effect if only fixed rent contracts 
are considered. Similarly, the wealth of the landlord has, as expected, a negative effect 
on the tenant's share and a positive effect on production under the share contract, but 
none in other forms of contractual arrangements. Working capital thus appears to be a 
significant explanation of the type of contract chosen and the production gains achieved 
on a given plot. 

The importance of potential tenants' asset endowment is also emphasized by evidence 
from India which indicates that, due to wealth constraints, a large number of potential 
tenants are actually rationed out of the tenancy market [Shaban (1991)]. In this context, 
both the smallest and the largest landholders rent their land to middle farmers who are 
neither capital-constrained nor suffering from the disadvantage associated with the need 
to supervise hired labor. This illustrates that the ability of the land rental market to bring 
about efficiency-enhancing transfers is constrained by potential tenants' endowment of 
assets and other means of production. 

Thus, while land rental markets improve the allocation of resources in the presence 
of factor market distortions by bringing land to imperfectly or non-tradable factors 
of production (experience, family labor, animal power), the gains are constrained by 
endowments of potential transactors. In addition, there is evidence that fixed transac- 
tion costs preclude some poor households that desire only relatively minor adjustments 
from entering the tenancy market. Similarly, data from India suggest the prevalence 
of imperfect adjustment whereby, on average, farmers realize only about 75 percent 
of the desired level of land transactions [Skoufias (1995)]. The latter study also indi- 
cates that the adjustment effected by the land rental market is asymmetric for net in- 
renters and out-renters; consistent with the view that market power depends on relative 
scarcity of factors, in this environment of land scarcity, it is easier to rent out than to 
rent in. 

What, then, is the magnitude of the productivity effects that are brought about by 
the operation of land rental markets? To obtain credible estimates of the loss due to 
the second-best nature of sharecropping, one needs to control for unobserved house- 
hold specific fixed effects, e.g., by comparing input use, productivity, and investment, 
between sharecropped and owned (or cash-rented) plots for the same household. Bell 
(1977) was the first to conduct such an analysis in a static context, finding that farm- 
ers indeed exert less effort on tenanted plots. Applying the same methodology, Shaban 
(1987) found that, on average, tenancy was associated with a 32 percent lower output; 
but the difference was only 16 percent once adjustments were made for differences in 
land quality. Inputs of family labor and draft animals were significantly lower on share- 
cropped plots than on owned parcels. No statistically significant differences in produc- 
tivity were found between owned plots and plots rented on a fixed-rent basis, confirming 
that fixed-rent contracts induce higher productivity. Other studies yield results that point 
in the same direction [Sen (1981)]. 
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The productivity loss entailed in sharecropping can be reduced through close so- 
cial relationships, as confirmed by Sadoulet et al. (1997). Their study compared the 
attributes of contracts with kin and non-kin, finding that non-kin sharecroppers use sig- 
nificantly fewer inputs and obtain less output. However, for sharecropping among close 
kin, there is neither a disincentive effect nor a reduction in output. This suggests that 
embedding contractual arrangements in a long-term personal relationship offers consid- 
erable potential to attenuate the disincentives and productivity losses that are otherwise 
associated with sharecropping contracts. This evidence is in line with the comprehen- 
sive review of the literature by Otsuka et al. (1992), who found a large number of studies 
about equally split between efficiency and inefficiency of sharecropping contracts. Stud- 
ies that did not find a disincentive effect of sharecropping were generally conducted in 
environments where such a contract was embedded in enduring family and patron-client 
relationships or where effort was easily monitored. 

Even within households, imperfections in land and labor markets, together with the 
inability to commit, may prevent individuals from achieving an optimal allocation of 
productive factors. For plot-level panel data from Burkina Faso, Udry (1995) finds that 
reallocation of factors from male- to female-controlled plots within the same household 
could increase output by 6 percent - less than half of the estimated output loss from 
imperfect allocation of productive factors at the village level (13 percent), but still sig- 
nificant. One interpretation is that, by "renting" out land to their husband, women would 
risk losing these rights. In the absence of other assets that could be transferred from the 
husband to the wife to provide assurance, they fail to do so, despite the productivity 
increases that doing so might entail. 

All this implies that, although they cannot completely eliminate structural impedi- 
ments and bring about a fully efficient allocation of land in an economy, land rental 
markets can go a long way in bringing the operational distribution of holdings closer 
to the optimum. However, in quite a few countries, the extent of land rental markets 
has been greatly diminished by large landowners' reluctance to engage tenants due to 
concern for potential challenges to their property rights. Furthermore, rental markets' 
potential to increase overall welfare was not well understood by governments. Conse- 
quently, the static productivity loss entailed in sharecropping tended to induce interven- 
tions that have limited the extent of rental transactions, thus causing a larger inefficiency 
in resource allocation. We turn now to discuss these and other policy issues related to 
land markets. 

4. Policy issues 

This section reviews the main policy implications of the earlier discussion, focusing 
on clarification and adjudication of property rights, ways to improve the functioning of 
land sales and rental markets, and redistributive land reform. These three steps form a 
rough sequence, in the sense that it is difficult to improve the functioning land sales 
or rental markets without clarification of land use and ownership rights, or to conduct 
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non-expropriative land reform in an environment where land markets are absent. This 
implies that government activity should be focused on eliminating distortions and taking 
measures to reduce market imperfections rather than on attempting to compensate for 
imperfections and distortions in other markets. 

4.1. Clarification and adjudication of property rights 

A coherent system of property rights that guarantees security of tenure to cultivators, 
facilitates access to land by the poor, and encourages investment to increase sustainabil- 
ity and productivity can be of overriding policy importance in two types of settings. In 
countries making the transition from communal to more individualized forms of land 
ownership, it is important to have a flexible, stepwise, and decentralized approach that 
acknowledges differences in demand for tenure security based on diversity across re- 
gions and agro-climatic conditions. This requires a legal framework that permits evo- 
lution of land rights towards individualized tenure as the need emerges with commer- 
cialization and land scarcity. Second, in situations where land tenure arrangements have 
been severely disrupted by civil strife and war, collectivist land reform, or land-grabbing 
of influential individuals (e.g., Bolivia, Honduras, Nicaragua, Cuba, Vietnam, Ethiopia, 
Uganda, Tanzania, and the former Soviet Union), an approach that adjudicates among 
overlapping claims and establishes clear ownership rights to land at minimum cost is 
needed. 

The evidence reviewed in preceding sections provides support for the view that se- 
cure land rights are necessary for longer-term investment nd the associated productiv- 
ity increases. Land registration and titling systems are often perceived as an impor- 
tant element in policy seeking to promote tenure security and to facilitate more ef- 
fective land markets. This is because official documentation provides better protection 
of an owner's property rights, and eliminates the asymmetric information that curtails 
land markets transactions. However, experience with titling programs indicates that in 
sparsely populated areas the cost of introducing formal titling systems may outweigh 
the benefits and that the administrative infrastructure needed to effectively implement 
such rights is not available. Similarly, formal documentation is not crucial where cus- 
tomary tenure systems provide sufficient security to facilitate the level of investments 
and land transactions that are relevant for the prevailing economic environment, and 
where credit markets are not yet developed to the point where collateral use is neces- 
sary. 

Past interventions have often underestimated the cost and administrative requirements 
of providing tenure security through formal title and have given little thought to the 
scope for alternative means to provide such security. Community-based approaches 
whereby a whole area is demarcated and internal administration of land rights (in- 
cluding provision of documentation by local authorities) is left to the community may 
in many cases provide a cheaper alternative to formal titles [Platteau (1996)]. How- 
ever, the critical precondition for such an approach to work is that consistent imple- 
mentation of this arrangement is feasible, that decentralized institutions are account- 
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able and effective, and that the certificates awarded by such authorities are legally rec- 
ognized, entailing a possibil i ty of  converting them into more formal titles at a later 
stage. 

The 1992 modification of  the Mexican Constitution, and similar arrangements in a 
number of  other countries (e.g., Bolivia, Colombia,  Cr te  d ' Ivoire ,  and Nicaragua), al- 
low indigenous and non-indigenous communities to administer property rights inter- 
nally. In the case of  Mexico this also includes communit ies '  right to decide, subject 
to established rules of  accountability, on the partial or formal transformation of  their 
land rights into individual freehold title [Gordillo et al. (1997)]. In principle, such an 
arrangement would allow the utilization of  informational advantages available at the 
community level in tailoring property rights to the specific situation at hand. However, 
little is known about the transaction costs incurred and the degree to which outcomes 
have been equitable and conducive to improved efficiency. Evaluation of  these experi- 
ences within a consistent f ramework would be very desirable and could provide valu- 
able insights to fine-tune the approach and make the experience useful for other coun- 
tries. 

The benefits associated with individuals '  ability to use title to gain access to formal 
credit have been discussed above. Experience indicates that titling programs are most 
effective in areas where tenure insecurity already affects incentives, where there is an 
incipient formal credit market  where title can be used as a collateral because foreclosure 
of collateral  is enforceable, and where an effective legal system operates. 41 It is impor- 
tant to include safeguards against the grabbing of land (and in particular of hitherto 
common land) by powerful  and wealthy individuals, who are typical ly better informed 
on the procedures entailed in more formal systems [Feder and Nishio (1996)]. 

Past experience also suggests that land titling should be systematic and area-based 
rather than "on demand". 42 An area-based program with complete coverage can utilize 
economies of  scale in measurement,  adjudication, and a speedy process for conflict res- 
olution. This would reduce the cost of  program implementation. Experience in Thailand, 
E1 Salvador, Peru, and Bolivia, along with other countries, demonstrates that this can be 
accomplished by  introducing titling in combination with a mechanism for dispute reso- 
lution on location (within the community)  and a comprehensive publici ty campaign. 43 
In contrast, "on demand tiffing" is not only cosily, but is often inequitable. It provides 
opportunities for land-grabbing to individuals with good polit ical  connections and may 
preclude poor smallholders from participation due to the high cost of  land regis t ra t ion.  

41 The example of Kenya, where banks could not foreclose on the land that had been given to them as 
collateral because of social and ethnic factors, illustrates that - even where there is a demand for formal credit 
and the use of land as collateral - it is only the ability to effectively foreclose on defaulters that will persuade 
banks to accept land as a collateral for loans [Ensminger (1988)]. 
42 Given the fixed cost element entailed in "on demand" titling (which is based on individual initiative) and 
the lack of economies of scale, this format of titling will tend to be more accessible to the wealthier landowner. 
43 This would be of particnlar importance in the case of Africa where resistance against titling is fueled more 
by the fact that generally individualization of land tenure has been associated with extreme land-grabbing 
by powerful individuals - much more than the activation of a land sales market that would disempower 
smallholders [Bruce (1988)]. 
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4.2. Improving the functioning of  land sales and rental markets 

Land taxation. A moderate land tax levied and collected by local governments has 
been advocated as a contribution to effective decentralization. There are two reasons 
why a land tax is theoretically attractive. On the one hand, taxation of land is one of 
the few cases of a lump-sum tax where, using asset rather than production values, the 
effective tax rate on income decreases with the income generated from the land, thus 
encouraging more productive resource use. On the other hand, a land tax is one of 
the few taxes that can provide revenues for the local governments, and that - through 
the capitalization of local amenities in land values - establishes a direct relationship 
between tax level and the benefits received by taxpayers [Glaeser (1995)]. 

Several countries have attempted to implement progressive land taxes, where the tax 
rate would increase with land area or value, as a means to make land speculation less at- 
tractive and to induce large landowners to use their land more intensively, or to break up 
large estates. Experience with this instrument has not been very positive, as implementa- 
tion and collection of progressive land taxes have been frustrated by political difficulties 
and resistance in countries as diverse as Argentina, Bangladesh, Brazil, Colombia, and 
Jamaica [Strasma et al. (1987), Bird (1974)]. Carter and Mesbah (1993) use simula- 
tions to show that a progressive land tax by itself is unlikely to be effective even if it 
is enforceable. Effectively collecting a uniform land tax may be a more realistic goal. 
However, if environmental risk is high, introduction of a land tax (which has to be paid 
even if output is low) may not be desirable for equity reasons, and a mix of land tax 
and output tax (contingent on realized output) Pareto-dominates either tax in isolation 
[Hoff (1991)]. To avoid negative equity consequences that might be associated with a 
land tax, a number of developing countries exempt small producers below a certain size 
from the need to pay land taxes. 

Land sales markets. The fear of the undesirable consequences associated with land 
market operation in an environment characterized by market imperfections seems to 
have in the past motivated policymakers to impose restrictions on the operation of such 
markets. Administrative restrictions on land sales, however, have often been costly to 
enforce and ineffective in preventing inequitable outcomes. 

Administrative restrictions on land sales typically take the forms of limits on trad- 
ability of land and ownership ceilings. In many cases beneficiaries of land reform or 
settlers on state-owned land are not allowed to sell or mortgage their land. This deprives 
them of access to credit, often in the establishment phase when credit would be most 
needed. It has been shown that, in the presence of such restrictions, smallholders are 
forced to resort to less efficient arrangements (e.g., usufruct-mortgaging and the associ- 
ated use of wage labor contracts) to gain access to credit [Hayami and Otsuka (1993)]. 
The goal of preventing land owners from selling out in response to temporary shocks 
would be better served by adequate safety nets, technical assistance, and access to com- 
plementary finance. Permanently precluding land reform beneficiaries from rental or 
sales is likely to reduce efficiency - all over the world such restrictions have resulted in 
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large tracts of  land being less than optimally utilized. Allowing for some adjustments 
in response to differential settler ability may be preferable to the losses imposed by this 
measure. 

Another restriction intended to facilitate the breakup of  large farms and the associ- 
ated sales of  land to small producers has been the imposition of  land ownership ceil- 
ings, often together with land taxes. In addition to being largely ineffective, 44 such 
restrictions appear to have imposed extra cost on all parties. Landowners often took 
measures to avoid them, and the bureaucracy had to decide on exceptions to allow 
for the utilization of  economies of  scale in plantation crops - a process conducive to 
red tape and corruption. Even in the most favorable case such ceilings would consti- 
tute a temporary second-best measure to allow government to deal with the problem 
in a more thorough way. In many cases the reason for land concentration is not in a 
relative inefficiency of small farms but rather imperfections and policy-induced distor- 
tions in product and financial markets and the limitations on small farmers' ability to 
self-insure. If  this is the case, it would be more effective for government to focus on 
the root of  the problem, e.g., by designing safety nets and helping improve the func- 
tioning of  other markets, rather than trying to deal with the symptoms. The interpre- 
tation that dis-equalization of land ownership is driven by imperfections in other mar- 
kets is supported by the fact that in Central Uganda, in an area with good non-farm 
employment opportunities and well-functioning factor markets, land sales  markets con- 
tributed to a pronounced equalization of  land ownership [Baland et al. (1999)].45 This 
implies that concerns about potential adverse equity impacts of  land sales should be 
addressed by helping small farmers to compete, taking measures to improve the func- 
tioning of  financial markets, and providing relief to avoid distress sales in cases of  dis- 
aster. 

L a n d  rental  markets .  For a number of  reasons, and especially in the presence of  other 
market imperfections that would affect land prices, land rental markets may be more 
effective than sales markets in moving the distribution of  operational holdings closer to 
the optimum. Rather than recognizing the potential of  land rental markets to improve 
agricultural productivity and augment the welfare of  landless poor people, governments 
have often focused efforts on restricting tenancy markets through bans on share tenancy 
and limits on cash rental fees. 

Such measures had very undesirable equity consequences in Latin America where 
they resulted in tenant evictions and the resumption of  large-scale mechanized farming. 
Even in India, the country where tenancy reforms are generally believed to have had 
success, benefits to the poor have been limited. Tenant evictions associated with the 
threat of  tenancy reforms caused the rural poor to lose access to about 30 percent of  

44 In India, for example, 35 years of implementing ceilings laws have, in all except three states, led to the 
distribution of less than one percent of the operated area to the target group [Appu (1996)]. 
45 The lack of land rental market transactions in this environment may be attributable to relatively insecure 
ownership rights, which might lead the landowner to lose the land in case of rental. 
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the total operated area and, by threatening landowners who lease out with the loss of 
their land, undermined land access through rental markets [Appu (1996)]. If  feasible, 
the transfer of  property rights implicit in such tenancy protections should improve static 
efficiency, as is confirmed by distlict-level data from West Bengal. In this case, ten- 
ancy laws yielded productivity gains of  about 40 percent - slightly larger than the static 
loss estimated by Shaban [Banerjee et al. (1998)]. However, even in this case tenancy 
reform required intensive bureaucratic involvement and often created overlapping prop- 
erty rights to the same plot, thereby undermining investment incentives and reducing 
the scope for land (rental and sales)markets after the reform. 

Even in countries where tenancy reform has historically constituted a major policy in- 
strument, there is now growing recognition that there is little scope for further tenancy 
reform and that, even in those cases where it is possible to implement, it provides at 
best a temporary measure that has to be complemented by market-based mechanisms in 
the longer term. Tenancy reform is not an option in countries where large-scale owner- 
cultivation or wage labor is the predominant mode of  cultivation. In all of  these cases, 
the critical issue is to reduce remaining obstacles to land transactions without jeopardiz- 
ing equity objectives. Land rental markets would appear to provide an ideal instrument 
to achieve this objective. 

4.3. Redistributive land reform 

As discussed earlier, unmitigated operation of  land markets alone would not neces- 
sarily produce an optimal land allocation. In the land sales market, credit constraints 
would restrict the ability of  the poor to acquire land (or any other indivisible asset), a 
phenomenon that has, in a more general context, been shown to be associated with in- 
tergenerational persistence of  poverty [Banerjee and Newman (1991)]. 46 Transactions 
in the land rental market are easier to accomplish, but may be associated with a more 
limited impact on investment and productivity as well as tenant welfare. Efficiency- 
enhancing rental transactions might not come about either because of  high transaction 
costs (especially in an unclear legal environment) or because of  government restric- 
tions that threaten rented properties with expropriation. In situations characterized by 
pervasive inequality in the ownership distribution of land or assets more generally, gov- 
ernment involvement in redistributive land reform, aiming to improve efficiency and 
equity and at the same time remove impediments to the functioning of factor markets, 
could be justified. 

However, historically the experience with government-initiated land reform policies 
has been mixed, not only because reforms involving significant asset transfers are po- 
litically difficult and could be speedily implemented only where they were imposed by 

46 This idea has been formalized in theoretical models where lack of collateral keeps individuals in "poverty 
traps" unable to undertake indivisible investments which would be highly profitable [Galor and Zeira (1993), 
Eckstein and Zilcha (1994), Jalan and Ravallion (1997), Fafchamps and Pender (1997)]. In such a situation, 
a one-off asset distribution could be more effective than continuing redistributive e5%rts with the associated 
disincentive effects [Banerjee and Newman (1993)]. 
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an outside power or a revolutionary change of  regime. 47 In the case of  l and lord  es ta tes  

where tenants already cultivated the land and all that was required was a reassignment of  
property rights, land reform was generally easy: The organization of  production retained 
the same family farm system, where beneficiaries already had the skills and implements 
necessary to cultivate their fields. The administrative requirements associated with this 
type of  land reform were minimal,  and considerable efficiency gains have often been re- 
alized by improving incentives to work and invest by former tenants. 48 The magnitude 
of such gains was affected by the difference in (long- and short-term) incentives be- 
tween the before- and after-reform situation. Productivity gains from such reforms were 
generally more modest  if  before the reform (i) security of  tenure and incentives to invest 
had already been high, (ii) cash-rent-rather  than share-rent-contracts had prevailed, and 
(iii) landlords had provided tenants with access to credit inputs, and outputs. 49 

In contrast to the generally successful experience in landlord estates, land reform in 
h a c i e n d a  systems - i.e., systems where tenants have a small house-plot  for subsistence 
but work most of their time on the landlord 's  home farm - has been very difficult to 
accomplish. Thus some have argued that the "game of  Latin American Land Reform" 
has been lost [De Janvry and Sadoulet  (1989)]. In the large majority of  these systems, 
large landowners responded to the threat of  land reform by either evicting tenants who 
could have made claims to land ownership under a possible reform program, or con- 
verting them into wage laborers. In the case of  eviction, landlords reduced reliance on 
hired workers either by resuming extensive livestock production and ranching o r -  aided 
by significant credit subsidies - by embarking on highly mechanized self-cultivation 
[Binswanger et al. (1995)]. This not only reduced tenant welfare but also depopulated 
farms and created further difficulties for redistributive land reform. A number of  fur- 
ther difficulties of  effective land reform in hacienda systems are associated with policy 
distortions, l imitations on the functioning of  the land market, and inabili ty to provide 
the necessary complementary elements for land reform beneficiaries to start successful 
small farm enterprises. 

First, the costs of  carrying out land reform were often increased by the continued 
existence of implici t  and explicit  pol icy distortions (e.g., agricultural protection and 

47 The marked difference in the success of land reform between Korea, Taiwan, and Japan on the one side, 
and Nicaragua, Cuba, and Vietnam on the other, suggests that the ability to redistribute large amounts of land 
is not a sufficient condition for land reform to be successful. 
48 Indeed, since the end of World War II, landlord estates in Bolivia, Eastern India, Ethiopia, Irma, Japan, 
Korea, and Taiwan have been transferred to tenants in the course of successful land reforms. While evidence 
on the productivity impact of such reforms is much less than what would be desirable, they have generally 
been associated with significant increases in output and/or productivity [King (1977), Lieten (1996), Besley 
and Burgess (1998)]. 
49 The degree to which land reform improved productivity and cultivator welfare increased with the prof- 
itability of existing investment opportunities [Callison (1983), Koo (1968), King (1977)], the degree to which 
land ownership enabled the new owners to access markets for credit and insurance that had previously been 
beyond their reach [Dorner and Thiesenhusen (1990)], and the availability of new technology that could be 
readily adopted [Otsuka (1991)]. 
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selective credit subsidies) that drove land prices above the capitalized value of agri- 
cultural profits and often disproportionately benefited large producers. Such distortions 
increased the fiscal cost of  land reform policies and reduced their sustainability by mak- 
ing it profitable for land reform beneficiaries to sell their newly acquired land back to 
large farmers. Indeed, despite attempts to limit beneficiary desertion through imposi- 
tion of  legal restrictions and the threat of  punishment in case of  contravention, there 
is considerable anecdotal evidence on land sales by reform beneficiaries in Nicaragua, 
Colombia, and E1 Salvador. In a recent census of  Brazilian land reform settlements, only 
about 60 percent of recently established land reform beneficiaries were actually found 
tilling their land. 

Second, many countries aimed to implement land reform by eliminating or restricting 
other forms of  (rental and sales) market transactions. This completely eliminated price 
and other market signals, making it more difficult to select beneficiaries and land, and 
further increased the costs of  land reform implementation. It also tilted the balance in 
favor of  a highly centralized mode of  land reform implementation that has, in a num- 
ber of  countries, led to the domination of  land reform processes by formidable (and 
often corrupt) centralized bureaucracies. In addition, and probably most important, this 
virtually eliminated beneficiaries' access to credit markets, despite the evidence that 
without access to such markets, it is difficult for them to sustain themselves. In Ireland, 
for example, a large-scale experiment in "negotiated" land reform early in the twentieth 
century did not have the expected effect for two reasons. On the one hand it did little to 
alter the structure of  production or to improve tenants' rights. More important, however, 
it actually worsened  access to credit, by limiting the ability of  new landowners to mort- 
gage land, while at the same time cutting off informal credit they had earlier obtained 
from the landlord [Guinnane and Miller (1997)]. 5° 

Third, transforming a large farm into a viable smallholder enterprise requires a 
change in the pattern of  production, subdivision of  the farm, and construction of  infras- 
tructure. As the productivity advantage of  land reform hinges on increased incentives 
by owner-operators and adoption of  labor-intensive crops, attention to complementary 
investments and awareness by beneficiaries is critical. Generally beneficiaries, even if 
they are workers of the former farm, are not accustomed to making independent en- 
trepreneurial decisions, implying that training and human capital formation is therefore 
an essential component of  the land reform process. Realizing the productivity benefits 
from land reform requires shifting the focus from political to productivity- and poverty- 
related objectives.51 

50 Severely restricted access to credit, together with insecure property rights, has also led to widespread 
selling of land by former land reform beneficiaries in Nicaragua - often at prices way below the productive 
value of the land [Joakin (1996)]. 
51 The effect of political motivation on beneficiary selection and the stop-and-go cycle of land reform in 
response to political crises rather than opportunities for productivity increases and poverty reduction are well 
documented [Barraclough (1970)]. A model of land reform as a piecemeal strategy by the rich to avoid the 
imminent threat of revolt - with backtracking as soon as the threat weakens [Horowitz (1993)] - would be 
consistent with such a view. 
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Due to these difficulties, and the fact that land reform is a highly poli t icized topic, 
many of  the land reforms that have been undertaken since the 1960s have not achieved 
their stated objectives. Evidence on the longer-term impact of  land reform on poverty 
and productivity is more limited than desirable. 52 However, measures of  macroeco- 
nomic adjustment such as elimination of  trade protection and credit subsidies have re- 
sulted in a considerable reduction of  land prices and the importance of  land in a large 
number of  developing countries. 

This has led a number  of countries (e.g., Brazil, Colombia,  South Africa) to begin 
implementing a new model  of  "negotiated" land reform that aims to replace a central- 
ist and often expropriative approach with provision of  a grant that would enable poor 
people to acquire land through the market. Key elements of this approach are (i) an em- 
phasis on sustainable poverty reduction through elaboration of  integrated farm projects 
by the poor (which are then supported by a land purchase grant), (ii) decentralized exe- 
cution and integration into development objectives at the local level with an overarching 
emphasis on beneficiary training and human capital formation, and (iii) private sector 
involvement in project  development, financing, and implementation. Obviously, mere 
adoption of  a "negotiated" mode is not immunity against the shortcomings that have 
plagued earlier land reform attempts. 53 Initial evidence from pilot  programs that have 
aimed to integrate land reform into a more comprehensive package of support does, 
however, suggest that the new approach is perceived to be significantly different from 
earlier land reform attempts [Deininger (1998)]. To what degree this potential can be 
realized remains to be seen. 

5. Conclusion: Areas for further research 

While  research on land markets and land institutions has been extensive, there are a 
number of  areas where additional or more conclusive knowledge would be of great 
value. Below we highlight a number of  key areas that merit  further study. 

5.1. Security of  land rights 

There is broad agreement in the literature that secure individual land rights will in- 
crease incentives to undertake productivity-enhancing land-related investments. If  there 
is scope for agricultural intensification, and these rights can be enforced at low cost, 

52 One example of such economic analysis is the study by Scott et al. (1976) for Kenya. While it illustrates 
that land reform can have a positive social rate of return, it is based on data gathered in the immediate after- 
math of the reforms, after which data collection was discontinued. 
53 Due to a lack of poverty targeting, an exclusive focus on land purchases but not complementary invest- 
ments, and a high (75 percent) level of subsidy, a "negotiated" program of land reform that was carried out 
in Italy during the period 1948-70 had only a limited impact on poverty reduction and was characterized by 
relatively high costs [Shearer and Barbero (1993)]. 
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and secondary rights to land by other stakeholders are not eliminated in the process, 
then establishment of such rights would constitute a clear Pareto improvement. How- 
ever, in many cases, traditional systems are associated with a wide range of equity ben- 
efits, not all of which normally can be preserved in a system characterized by private 
land ownership. Research aiming to understand not only the existence and magnitude 
of productivity benefits arising from the transition from traditional to private property 
rights, but also the types of welfare benefits provided by different forms of communal 
arrangements, their magnitude, and possible alternative mechanisms to generate sim- 
ilar effects, would be very useful. It could facilitate better identification of the point 
at which a transition from traditional to individualized tenure arrangements might be 
socially optimal and allow adoption of mechanisms that would ensure tenure security 
with minimal social disruption. Evaluation of country cases where innovative ways to 
make this transition have been explored recently could be a starting point for such an 
endeavor. 

5.2. Improving the functioning of land markets 

While there has been significant research on the static inefficiency of tenancy contracts, 
the welfare consequences and the impact of tenancy on farmers' investment behav- 
ior have received less attention. Assessment of the welfare aspects of tenancy - i.e., 
the impact of land ownership as compared to mere usufructuary rights on household 
well-being - would be of relevance to help policymakers determine specific steps for 
comprehensive land market development. Such analysis should consider the impact of 
access to land under different systems on productivity and welfare (e.g., through choice 
of livelihood strategies, higher or smoother consumption, access to credit, ability to 
accumulate wealth, etc.). 

A large body of literature on land price formation and the relationship between 
land sales and rental prices for developed countries already exists. However, much 
less is known on this issue for developing countries, in particular how recent dramatic 
changes in macroeconomic policy have affected land values and the relationship be- 
tween land prices and agricultural profits. Elimination of credit subsidies and tax privi- 
leges, changes in relative prices of different types of agricultural products, and increased 
attractiveness of non-land financial assets that have been associated with these policies 
would have important implications not only for land prices but also for the operation of 
land (sales and rental) markets. This would also affect the type of economic agents who 
would be able to use these markets to gain access to land and the type of complementary 
policies (e.g., in the area of credit) that would affect their ability to do so. 

Notwithstanding the fact that markets are an important avenue for individuals to gain 
access to land, non-market transactions such as inheritance, allocation by village chiefs, 
and informal rentals among kin continue to have a far-reaching impact on a large part 
of the population and the structure of land ownership and land use in many parts of 
the world. A large descriptive literature discusses advantages and disadvantages of non- 
market mechanisms. However, quantitative evidence on the efficiency and equity impact 
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of non-market transactions and the way in which policies that aim to change decision- 
makers' incentive affect the extent and modalities of such transactions is still limited. 
Given that informal systems tend to be characterized by lower transaction costs and can 
provide land access for the poorest segments of the population who may not be able to 
utilize land rental and sales markets, better understanding of the potential and shortcom- 
ings of non-market mechanisms would be of great interest. There is also little doubt that 
in situations where, either traditionally or due to male out-migration, a significant part 
of agricultural production activities is carried out by women, the nature of women's land 
rights - many of which are defined informally - will have far-reaching implications for 
agricultural productivity and investment. However, much remains to be learned about 
the interaction between legal prescriptions, social norms, and intra-household bargain- 
ing in determining the nature of women's rights to land, and the scope for specific policy 
interventions to bring about efficiency increases by strengthening these rights. 

Over and above the market imperfections characteristic of rural areas, functioning 
of land rental and sales markets has in the past often been constrained by government 
interventions - in many cases with the aim to promote equity or overcome market im- 
perfections. While the effectiveness of such policies was often limited, they generally 
left an institutional legacy that is difficult to dismantle. Research on the links between 
land and other markets could do much to identify such "second generation reforms" 
and to facilitate their implementation in an environment characterized by multiple mar- 
ket imperfections. 

5.3. Land  redistribution 

Compared to the volume of resources that has been spent since the 1960s on land re- 
form programs, the effort invested in monitoring their performance and in assessing 
their impact on poverty reduction and agricultural productivity has been minuscule. As a 
consequence, evidence on promising models of land reform in hacienda systems and the 
long-term impact associated with them is extremely limited. Little or no guidance exists 
on how to compare the effectiveness of different approaches to land reform in (i) reach- 
ing specific target groups, (ii) helping these groups to complement land ownership with 
other investments and thereby increase agricultural productivity, and (iii) enabling them 
to convert the one-time transfer of land into a sustained improvement in their livelihood. 
Such evidence will be critical in assessing whether these new approaches to market- 
assisted land reform are fiscally, socially, and economically sustainable. 

Given the recent emphasis in the theoretical literature on asset ownership as a means 
for sustainable poverty reduction, it would be of great interest to carefully monitor inno- 
vative land reform efforts with a view toward drawing the necessary policy conclusions. 
Issues to be explored include the volume and price of land (sales and rental) transac- 
tions, characteristics of participants, and the productivity change associated with land 
transactions within and outside a specific land reform program. Complementing this 
with longitudinal information on changes in welfare of specific beneficiaries and the 
population at large would provide an opportunity to assess the equity impact of land 



324 K. Deininger and G. Feder 

reform and ultimately compare this type of intervention to other policies aimed at the 
same goal. 
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Abstract 

This chapter presents a review and synthesis of effects of education in agriculture, sum- 
marizes major contributions, and suggests major research gaps in the literature. Al- 
though growth in knowledge enables skill acquisition and specialization of labor, which 
generally raises labor productivity, and technical change, the dominant effect on agricul- 
ture has been technical change. A puzzle remains why schooling does not have broader 
direct impacts in agriculture. Furthermore, as we proxy education or general intellectual 
achievement by schooling in our empirical research, this has led to biased interpretations 
of impacts when general intellectual achievement of school graduates changes over time 
and perhaps in nonlinear ways. 

Keywords 
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Education is widely considered to be the most important form of human capital [Becket 
(1993, pp. 1-13)]. A major part of formal education or general intellectual achievement 
is obtained in elementary and secondary schools and in colleges/universities. Although 
there are differences in exactly what these institutions teach in different parts of the 
world, common components are skills, knowledge, and a method of analyzing prob- 
lems [Schultz (1963, pp. 1-19), Becker (1993, pp. 1-13), Bishop (1989)]. Investments 
of students' and teachers' time and other inputs are used in the schooling process, and 
schooling of an individual beyond the permanent literary level, which is generally three 
to four years of formal schooling, has lifetime impacts on almost all of his or her activ- 
ities. These are widely accepted to include labor productivity and wage rates, but also 
include choices of occupation, geographical location, information acquisition, and tech- 
nology. In agriculture, the returns to schooling seem to increase substantially as a coun- 
try goes from traditional agriculture to modernizing, which creates a dynamic technical 
and economic environment requiring information acquisition, technology evaluation, 
and adjustments to change [Schultz (1964), Schultz (1975), Becker (1993, pp. 1-13)]. 

The objective of this paper is to present a review and synthesis of the broad effects 
of education on agriculture and to summarize where major contributions lie and where 
major gaps exist in the literature. The first section presents a conceptual framework for 
education's contribution. The second section reviews and synthesizes the empirical evi- 
dence which is organized around the topics of (1) choices about where to work, (2) tech- 
nology adoption and information acquisition, (3) agricultural production, (4) agricul- 
tural productivity decomposition, and (5) household income. The third section presents 
a summary of major contributions and research gaps in the literature. 

1. A conceptual framework 

1.1. O v e r v i e w  

Growth in knowledge seems to be a major factor causing the long-term rise in labor 
productivity, real wage rates, and per capita incomes in market economies. First, as 
the stock of knowledge grows, the opportunities for individuals to invest in specialized 
knowledge (e.g., schooling, training) that raises their productivity occurs [Becker and 
Murphy (1993), Jones (1998, pp. 71-87)]. Hence, the returns to labor's specialization 
arise through workers taking on narrower and more specialized tasks, but to get out- 
put produced, this means that a group of workers having different skills must cooperate 
together. "Team production" within or across firms raises special incentive problems 
[Gibbons (1998), Becker and Murphy (1993)]. As the degree of specialization of labor 
and tasks increases, the number of different tasks and specialists that must be coordi- 
nated increases. For the continuation of this growth process emphasizing knowledge 
accumulation and specialization, an economy must find new ways to reduce team-labor 
coordinating costs. Economies that have high coordination/transaction costs because 
of a weak economic exchange system (i.e., absence of private property, weak contracts, 
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suppressed prices and markets) reduce the incentives for workers and firms to special- 
ize, given any stock of knowledge, and reduce labor productivity and per capita incomes 
[Williamson (1985)]. 

Second, as the stock of knowledge grows, the opportunities to produce new technolo- 
gies that become embodied in new capital goods [e.g., Romer (1990)] and intermediate 
goods [see Jones (1998, pp. 88-107), Huffman and Evenson (1993)] occur. These in- 
novations are frequently adopted in manufacturing, agriculture, and other sectors. Con- 
siderable evidence exists for the United States that unskilled labor and capital services 
are substitutes in manufacturing, but skilled labor and capital services are complements 
[see Orazem et al. (1997), Griliches (1969, 1970)]. More generally, capital services and 
labor become less substitutable as the skills of labor increase, and labor and capital ser- 
vices eventually become complements, especially for college trained labor. This means 
that as knowledge and technology advance, the demand for skilled (more highly edu- 
cated) labor grows relative to the demand for less skilled (less educated) labor, and the 
potential exists for a rise in the real (and relative) wage of skilled labor. 

Production on farms is one of biological processes, but major differences exist be- 
tween crop and livestock production. The seasonal and spatial nature of crop production 
places severe constraints on large-scale or specialized units and mechanized production. 
With plant biological (clocks) processes sequenced by day length and temperature, little 
opportunity exists to use mechanization to speed up the production processes, even on 
large farms. Because planting and harvesting for any given crop must occur within a nar- 
row time window at any location, a major limit to size of specialized enterprises occurs. 
Crop rotation, or nonspecialized production, has historically been one important method 
for controlling pest and disease problems in crops and balancing soil nutrient availabil- 
ity with plant nutrient needs. Chemical and biological control of pests and chemical 
fertilizer applications are relatively new technological alternatives to crop rotation, and 
they have facilitated crop specialization. 

Because plants occupy fixed land area as they grow, machines suitable for mecha- 
nization of crop production must be mobile and move across the fields or through plant 
materials that are fixed in location. Furthermore, machines must be small relative to 
plot or field sizes. Thus, a special type of mechanization is required for crops. This 
contrasts with industrial (and livestock) production where the production plant is fixed 
and materials move through it. The latter type of production permits workers to become 
specialized in one phase of the total production process and this has aided labor produc- 
tivity in the industrial sector of developed countries. It is difficult for workers in crop 
production to be fully employed and to specialize in any phase of production. 

Livestock production is relatively free of constraints due to seasonal and spatial at- 
tributes. It is economically feasible to speed up or slow the rate of production by chang- 
ing the diet and activity level of animals during the growing and finishing phases. Pro- 
duction can be organized in sequential phases where all phases from birth to finishing 
occur on one farm or where different farms specialize in different phases. Advances in 
animal health products, animal feeding, housing and equipment, and management have 
made it technically possible to speed up the growing and finishing phases by using large 
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confined animal production systems which greatly increase animal densities and popu- 
lations. To further reduce disease problems in large animal confined systems, animals 
of  different ages can be segregated and raised apart in "all-in, all-out" systems. With 
the growing and finishing of  animals and birds in a facility in phased groups, livestock 
production becomes similar to production of  industrial goods where workers have the 

opportunity to specialize in a particular phase of  production. 
When firms are heterogeneous within a sector or have some specialized resources 

- e.g., land, climate, knowledge - the potential impact of  new technologies will differ 
across them. It is costly for entrepreneurs to acquire information, evaluate the available 
technologies, and adopt only the new ones that are expected to make them better off. 
Considerable evidence exists that schooling of  entrepreneurs becomes a valuable skill 
when the technology is changing, for example when agriculture undergoes a transition 
from traditional to modernizing [Schultz (1975), Becker (1993), Huffman (1998)]. l 

1.2. Agricultural household models 

The behavior of  agricultural households has been modeled from different perspectives 
depending on the central issue researchers are considering. If  human capital invest- 
ment decisions - e.g., how much schooling, informal training, and information to obtain 
or whether to adopt a new technology - are the central focus, models of  mult i-period 
household utility maximizat ion with human capital production or innovation have pro- 
vided a useful guide to empirical  models. If  household members have obtained their 
human capital, e.g., formal education, and the impact of  this human capital on other 
outcomes - e.g., occupational choice, hours of  work, purchased input use, wage rates, 
income - is the central focus, one-period static agricultural household models  have pro- 
vided a useful guide to researchers about which variables are expected to affect behavior 
or outcomes and how they might be related. In particular, behavioral  models provide one 
useful guide to researchers for deciding which variables should be treated as endoge- 
nous, e.g., choices, and which are exogenous or causal variables. 

In the following two subsections, two representative agricultural household models 
are outlined. One is a mult i-period dynamic agricultural household model, and the other 
is a single-period static agricultural household model. 

I Average schooling completion levels of the adult population differ greatly across countries. Barro and Lee 
(1993) have recently constructed good estimates of schooling completion levels for a set of 125 countries 
for the period 1960-1985. They report summaries for regional groups of countries. In 1985, sub-Saharan 
Africa and South Asia had the lowest average schooling completion levels for adults, 2.67 and 2.81 years, 
respectively. In the Middle East and North Africa, the average schooling completion level was 3.51 years, 
and in Latin America and tile Caribbean the average was 4.47 years. In other regions, the average schooling 
completion level for adults was higher, 5.19 years for East Asia and the Pacific, 8.88 years for the OECD 
countries, and 9.17 years for centrally planned economies (excluding China). No similar international data 
exists on schooling completion of the farm population. 
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1.2.1. A three-period model with human capital production and investment 

Building on the multiperiod household decision model of Ghez and Beeker (1975), 
the human capital (e.g., education) investment model of Ben-Porath (1967) and Min- 
cer (1974, pp. 14-15), and the one-period agricultural household models of Singh et 
al. (1986) and Huffman (1991b), a multiperiod agricultural household focused on con- 
sumption, human capital production, farm production, and human capital service allo- 
cation is presented. To capture the main economic issues in human capital investment 
decisions and yet to keep the model simple enough that many of its implications are 
easily interpretable, I assume that the household is risk-neutral and has a three-period 
planning horizon or lifetime. 

In each period, the farm household is assumed to consume human capital services, 
i.e., leisure, LIj, j = t, t + 1, t -4- 2, and goods X U, and to have a well-behaved in- 
tertemporal utility function: 

U = U(Llt, Xlt, Llt+l, Xlt+1, Llt+2, X2t+2). (1) 

The household faces technology constraints on the production of human capital and 
farm output. First, the production of the human capital in each period, i.e., the in- 
vestment, is assumed to use two variable inputs: human capital services L2j from an 
individual's initial human capital endowment or past human capital investment, a pur- 
chased input X2j, and a fixed individual or household-specific genetic or innate ability 
factor A2: 

Z2j = F2(L2j, X2j, A2), F2(0, X2j, A2) = 0, F2(L2j, O, A2)/> 0. (2) 

F2 (') exhibits decreasing returns to scale in L2 and X2. Hence, when the input prices of 
Lzj and X2j are fixed to the household, the assumption of decreasing returns implies 
that marginal cost is rising with added ZZj. For schooling, this assumption reflects the 
upper limit on mental capacity of an individual to learn in each period. 

Second, the production of farm output is assumed to use two variable inputs and one 
fixed input. The variable inputs are human capital services of household members L3j 
and purchase inputs X3j, and the fixed input is technology and agro-climatic condi- 
tions A3: 

Z3j = F3(L3j, X3j, A3). (3) 

The farm production function is assumed to exhibit decreasing return to scale in L3 and 
X3 in the region of an optimal solution, e.g., due to natural limitations placed on the 
production process by agro-climatic conditions. 2 

2 If an active rental or asset market in farmland does not exist, then farmland is part of A 3 . 
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To facilitate the modeling, human capital investments are assumed to change the 
quantity of human capital services available, but they do not affect the wage rate per 
unit of human capital service. Hence, this is a model where human capital investments 
augment the effective number of units of human time that are available each period 
rather than raising the wage per unit of actual time worked. The latter approach is the 
one taken by the hedonic wage literature, e.g., Mincer (1974) and Willis (1986). 

The household has an initial human capital endowment K°; human capital is permit- 
ted to depreciate over time at a rate 3, 0 ~< ~ < 1, due to obsolescence or wearing out, 
and the human capital services available to the household in each period are: 

t+2 

L j  = olKj -= ol Z [ ( 1  -- 8 ) J - t K  ° + y(1 - ~)J- t - l z2 j_ , ]  , 
j - t  

(4) 

where c¢ (> 0) is the time invariant rate of conversion of human capital stock to services, 
and ?/ equals 1, adjusting human capital investment (a flow) to a stock. The available 
human capital services are allocated among four activities: leisure L l j ,  human capital 
p r o d u c t i o n  L2j, farm production L3j, and wage work L~: 

Lj = LIj  + L2j + L3j + Ltf, L2j, L3j, L j  ~/O. (5) 

Because human capital services allocated in any period j to human capital production, 
farm productions, and wage work can be zero, a non-negativity constraint is imposed 
on these choices. 

The household faces a multiperiod cash budget constraint: 

t+2 * Z W j L j  3 t+2 P3j 3j Jr- Pij Xij ~- Cj 

Z (l+r)'-J = Z Z  +rV-  j=t i=1 j=t 
(6) 

where P3~ is the (expected) price of farm output and Pij is the (expected) price of the 
purchased consumption goods, inputs into human capital production, or inputs into farm 
production, respectively. The (expected) wage rate per unit of human capital services is 
Wi ; c j  >~ 0 is any fixed cost associated with the household's production or consumption 
activities, e.g., on licenses or fees; and r is a fixed discount rate. 

If Equation (3) is substituted into Equation (6), then the farm production and multi- 
period budget constraints are combined into one constraint: 

* . w 3 t+2 PijXij ~-Cj P~jF3(L3j,X3j ,A3)-~ WjL j  = Z j ~ t t  E T r ~  -~ " 
j=t (1 q- r) j - t  i=1 '=  

(7) 

The household can now be viewed as making multiperiod consumption, human capital 
production, farm production, and labor supply decisions by maximizing Equation (1) 
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subject to Equations (7), (2), (4), and (5), including nonnegativity constraints. The 
Kuhn-Tucker first-order conditions are 

O~ OU )~j 
=0 ,  OLlj OLIj (1 + r)g -t  

OOP _ OU Plj - -0 ,  
OXIj OXlj  (1 q- r)J - t  

o~ [pV t A///gZ2 
- fl.t) ~< O, -- ~ \~ Z2t ~vH L2t O L2t 

j = t , t  + l , t  + 2, (8) 

(9) 

t Z2 L2t ~ O, L2t (PVz2tMPL2t - )~t) ~-- O, (10) 

where 

pVtz2t = 
P3t+l OZ3t+l OL3t+l 

(1 + r) OL3t+~ OZ2t 
Wt+lC~(1 - 8) + 

(1 q-r) 2 ' 

P~t+2 0Z3t+2 0L3t+2 Wtot - - +  - - - - - - +  _ _  

(1 + r) 20L3t+20Z2t  (1 + r) 

and 

OZ2t MPZx2 = OZ2t 
MpZe _ OL2t' - OX2t" 

Orb t Z9 - ~ (PUz~,Mex-~, - P2,) <. O, X2, >>. O, 
OXet 

t z2 
X2t (PVZetMPx2, - P2t) = O, 

a ,  ( )~+' ) <. o, OL2t+l -- ff PVtzz'+IMPZ~'+' ; ~ r  

( , =0, L2t+l PVzt+IMPLzt+I 1 + r 

L2t+l ~> 0, 

(12) 

where 

P~t+2 0Z3t+2 0L3t+l.  
PVzzt+l = (1 q- r) 20L3t+20Z2t+l ' 

0 ,  Pv 2,+aM@2,+l  TTI o, OXZt+l -- ~ 

{p , / t  AdpZ2 _P2r+I ~ 
Xzt+l ~ -Z2,+1 .... X2,+, 1 + r / = 0, 

Odp . Kj <~ O, L3j >/O, OL3j -- ~ P3jMPZ33i (1 + r )J - '  

)~j 
L3J(~P3~MPZ:j ( l + r ) J - t )  =0 ,  

Z2t+l ) 0, 

(~3) 

(14) 
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Orb Pij 
OX3j -- ~ P~JMpZ33j (1 + r)J -t  -- O, (15) 

Orb (-)U + Wj) w Lw( - )U  + Wj) = O, (16) 
OL~--  ( l + r ) J  -t  <<.0, Lj ) 0 ,  

plus Equations (7), (2), (4), and (5), where )U/(1 + r )J- t  is the marginal utility of human 
capital services in period j ,  and ff is the marginal utility of discounted cash income. 

A little interpretation of the first-order conditions is enlightening. Equations (8) and 
(9) imply the standard condition for optimal mix of consumption goods in each period. 
The ratios of the marginal utilities of the two goods should equal the ratio of their respec- 
tive marginal cost or shadow price, i.e., MUL l j /MUxlj  = )U / Pij. Equations ( 10)-(12), 
and (13) imply that the production of human capital (investment) in each period occurs 
at minimum cost, i.e., 

MPL2t Zt MPL2r+1 )~t+t 
MPx2r P2t ' MPx2t+I  P 2 t + l  " 

Equations (14) and (15) imply that the production of farm output is at minimum cost in 
each period, 

MPL3j )~j 

MPx3) P3j 

Because of the human capital focus of this chapter, Equations (10) through (14) have 
special meaning. First, they provide the information about the optimal size of the human 
capital investment in each period. It is the quantity or rate where the present value of 
the marginal return from a unit of Z2 equals the present value of the marginal cost. For 
period t this implies 

)~t P2t 
Z2 PVtz2t = MCZ2t MPZ22t MPx2 t 

Second, insights about the tendency for investing in skill to weaken or strengthen ties 
to farming are obtained by examining the present value of the marginal return for Z2. 
There are two effects - the change in the present value of the additional farm production 
that results from allocating part of an incremental unit of human capital services to this 
activity, and the change in the present value of the additional labor market earnings that 
results from allocating the remaining part of an increment of human capital services to 
nonfarm wage work. 

The allocation of an increment in human capital services between farm production 
and off-farm work is quite sensitive to the relative impact of human capital on the 
marginal product of labor in farm and non-farm work or to the elasticity of demand 
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faced by the individual for human capital services. If the marginal product of human 
capital services is low, perhaps zero, in farm production but relatively large in nonfarm 
wage work, and it is optimal to invest in human capital, then an agricultural household 
will increase the share of employed human capital services allocated to nonfarm wage 
work. This outcome might be expected in countries where skills are rewarded in the 
nonfarm labor market but where new technologies for agriculture are being developed 
slowly. Alternatively, wage rates in the nonfarm labor might be unaffected by skill, e.g., 
due to the physically demanding nature of the work or institutional factors, but agri- 
culture might be receiving a steady stream of new technologies that require skill to use 
them effectively. In this scenario, an increment of schooling will not affect an indi- 
vidual's nonfarm wage but will raise his marginal product at farm work. Hence, if an 
investment in an increment of human capital is optimal, an agricultural household will 
increase the share of its employed human capital services that is allocated to farm work. 
In this case, investing in schooling for farm people would not necessarily be expected 
to cause an exit of schooled individuals from farms to the cities for work. 

Third, given the three-period lifetime, a comparison of the present value of the 
marginal return to an investment in period t and t + 1 shows that delaying the investment 
from t to t + 1 significantly reduces the present value of the marginal return. Hence, it 
is optimal for agricultural households to make large human capital investments early in 
an individual's life rather than later. Furthermore, it is never optimal in this model for a 
household to invest any resources in human capital production in period t + 2 because 
there is cost but no return. 

Fourth, because the marginal cost of human capital production is increasing, it will 
frequently be optimal for an agricultural household to spread its human capital invest- 
ment in an individual over more than one period, even with finite life and associated 
reduced present value of the marginal return. Spreading the investment over time is a 
good decision when the cost saving exceeds the reduction in returns due to delaying 
(see Figure 1). Fifth, if the length of life were to be extended to four periods, e.g., due to 
better public health measures, this would increase the demand for human capital invest- 
ment, and other things being equal, increase life-time human capital (e.g., schooling) 
investment per individual. 

At an interior solution, except L2t+2 = X2t+2 = 0, the model implies that human 
capital services are allocated in t and t + 1 such that at the margin 

MUL 1 j 
7 -- PVzr2jMPL2j = P;jMpZ33j = Wj. 

Given the finite planning horizon, the optimal allocation of human capital services in 
t + 2 is such that at the margin 

MULIj 
- _ _  = w j .  

T 
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MCz2, MRz~j = PVz2 j 
MCz2 [W2, P2, A2] 

343 

MRz~, 

MRz2,.~ 

0 J 
MRz2~ 2 

Figure 1. Optimal production of human capital. 

In these two scenarios, farm production decisions are separable from household con- 
sumption, human capital production, and labor supply decisions, i.e., farm input/output 
decisions are static profit-maximizing decisions with Wj as the price of L3j. Further- 
more, given that life is finite and that investment in human capital early in life increases 
the total available human capital services available for allocating later in life, a likely 
scenario in the initial period t is that optimal L~ = L3t = 0, i.e., none of an individ- 
ual's human capital services is to farm and nonfarm work, and available human capital 
services are allocated to consumption and human capital production. In this case, the 
opportunity cost of human capital services used in human capital production (consump- 
tion) is its marginal value in foregone leisure (future labor productivity increases). 

As a guide to empirical researchers and research, this model has as endogenous or 
choice variables in each period the following: the quantity of goods for consumption, 
leisure, and purchased inputs; inputs for human capital production (investment); human 
capital services, and purchased inputs; inputs for farm production, human capital ser- 
vices and purchased inputs; and supply of labor (human capital services) to the nonfarm 
labor market. An upper limit to the set of relevant exogenous variables is the following 
list: 

Wt, Wr+l, Wt+2, Pit, Pit+l, Pit+2, P2t, P2t+l, P2t+2, P3*t, P~t+l, P3*t+2, P3t, 

P3t+l, P3t+2, Ct, Ct+l, Ct+2, A2, A3, ~, 3, and r. 
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1.2.2. A one-period static model 

Drawing upon the agricultural household models of Singh et al. (1986) and Huffman 
(1991b, 1996b), the farm household is assumed to make resource allocation decisions 
for any production cycle by maximizing utility subject to resource and technology con- 
straints. The farm household is assumed to derive utility from a home-produced good 
Y1 and from leisure L: 

U = U(Y1, L). (17) 

First, the household faces a technology constraint from the farm-household production 
or transformation function: 

F(Y1,Y2, Y 3 , H , X , A , E ) = O ,  Y3~>0, X~>0, (18) 

where Y1 is output of the home good, and Y2 and Y~ are outputs produced for sale. 
Output Y3 may or may not be produced, so a non-negativity constraint is imposed. 
H is hours of farm-household work by members, and X is purchased variable inputs, 
which might not be used, so a non-negativity constraint is imposed. A is technology and 
agro-climatic conditions, and E is an education index of household decision makers. 
The production function permits adopting new inputs (and discarding old ones) and 
expanding or reducing the number of outputs produced. It also accommodates substitute 
or complement relationships between variable inputs, and schooling of the decision 
maker(s) can enhance technical efficiency. For model development, an asymmetric form 
of the transformation function is used: 

Yz = f (YI ,Y3,  H , X , A , E ) ,  I13>.0, X ~O. (19) 

Second, the household faces a human time constraint: 

T = L + H + H m ,  Hm~>0, (20) 

where total available time per production cycle T is allocated among leisure L, farm- 
household work H,  and off-farm wage work Hm. A non-negativity constraint is imposed 
on Hm because it may be zero. 

Third, the household faces a cash income constraint: 

I = P2Y2 -~ P3Y3 + WmHm -1- V = WxX,  (21) 

where P2 and/ '3  are the market prices of Y2 and Y3, Wm is the market wage rate for 
off-farm work, V is household nonfarm-nonlabor income net of any fixed costs asso- 
ciated with farm-household production, and Wx is the market price of X. All prices 
are assumed to be given to households, but the off-farm wage rate depends on human 
capital E and local economic conditions ~,  i.e., Wm = W(E,  ~). 
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If Equation (19) is substituted for Y2 in Equation (21), then two of the three con- 
straints facing the household are combined: 

P2f(Y1, I13, H, X, A, E) + P3Y3 + WmHm 4- V = WxX. (22) 

The household can now be viewed as making consumption, production, and labor sup- 
ply decisions (i.e., choice set C: I11, L, II3, H, X, and Hm) by maximizing Equation (17) 
subject to Equations (22) and (20), including the non-negativity constraints. The Kuhn- 
Tucker first-order conditions are: 

OU OY2 
OY1 ;~a t92 OY1 (23) 

OU 
- -  )v2, ( 2 4 )  

OL 
{ 0 } 1 2 )  [ O Y2 ) 

) ~ l ~ P 2 ~ 3 + P 3  ~<0 ,  Y 3 ) 0 ,  Y3~P2~3+P3 = 0 ,  (25) 

OY2 
)~ 1 P2 ~ -- )v2 ~- 0, (26)  

{ .  OY2 ) [ OY2 ) 
) ~ l ~ r 2 ~ - W x  40,  X ) O ,  X ~ k P 2 ~ - W  x ~-0, (27) 

,kl Wm - )'2 ~ O, Hm ) O, Hm()~l Wm - ) '2 )  = O, ( 2 8 )  

plus Equations (22) and (20) where )~1 is the marginal utility of cash income and )v 2 is 
the marginal utility of human time. With an interior solution, Equations (23), (24), and 
(28) imply optimal marginal rate of substitution between home goods Y1 and leisure L 
of 

ou/oY~ P2oY2/OY~ 
OU/OL Wm 

or the ratio of their opportunity costs (OY2/OY1 < 0). If production of Y3 is to occur, 
the value of the marginal reduction of Y2 to produce I(3 must equal the price of Y3 (i.e., 
-P2OY2/OY3 = P3). At an interior solution, family labor and purchased inputs are to be 
used such that the value of the marginal product of an input equals its respective price 
(Equations (26) and (27)). 

As a guide to empirical research and researchers, this static model has a slightly 
different configuration of endogenous and exogenous variables than the three-period 
model. The endogenous or choice variables are home-produced goods Y1 and leisure L, 
production of I11, Y2, and I13, purchase of variable inputs X, and hours of on-farm and 
off-farm work by household members. The upper limit to set of exogenous variables 
driving these decisions includes P~, 1°2, P3, Wx, Win, V, A, and E. In particular, at 
an interior solution, the farm production decisions can be separated from the house- 
hold consumption and labor supply decisions. Farm input decisions are then profit- 
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maximizing decisions where the price of family labor is the off-farm wage. Further- 
more, if the household has a "garden" rather than a farm, the agricultural household 
model is applicable to most rural and some urban households. 

1.3. More about agriculture 

Schooling and experience may be productive or unproductive in agriculture depend- 
ing on economic conditions, but in economies with freely mobile resources, agriculture 
must compete with other sectors for skilled (and unskilled) labor. The wage to similarly 
skilled labor need not be equal across sectors, but in equilibrium the marginal compensa- 
tion, including monetary value of nonmonetary attributes of the farm and nonfarm work, 
will be equal. Recently the U.S. farm-nonfarm compensating differential has been small 
[Huffman (1996a)]. Although agriculture can in some cases compete with the nonfarm 
sector on rate of technical change, the opportunities for raising labor productivity in 
agriculture through task specialization and coordination or teamwork may be modest 
compared to the nonfarm sector, i.e., the skilled individual may face a more inelastic 
demand for his services on a farm than in a large nonfarm business. Also, the agricul- 
tural sector may in some cases face small market size and high coordination costs that 
put it at a disadvantage. 

Formal schooling is part skill creation, part local culturalization, and part screening. 
The composition differs across countries and through the grade levels within a country. 
Skill creation generally receives most of the attention in economics, and skill creation 
fits neatly into a human capital framework. Primary schooling, which emphasizes lit- 
eracy, numeracy, and problem- solving skills for its graduates, creates basic skills that 
are generally productive to farm people and provide a foundation for secondary and 
higher education. Secondary schooling encompasses a range of skills, sometimes be- 
ing mainly college preparatory and at the other extreme being quite utilitarian. In the 
U.S. before 1890, high schools were primarily college preparatory, located in cities, and 
were not teaching skills generally useful to farm people. Starting about 1900, secondary 
schools in America were transformed into a new and generally useful institution for the 
masses, including farm people [Goldin (1998), Goldin and Katz (1999a, 1999b)]. The 
new high schools had a new curriculum centered around English, geometry, algebra, 
accounting, and typing, that could serve as a useful terminal degree providing skills for 
life's work or as college preparation. These schools were "open", admitting all students 
who had completed the requirements of public elementary schools. From 1910 to 1940, 
U.S. high school enrollment and graduation rates grew rapidly, especially in the Great 
Plains, West, and Midwest where agriculture was relatively important. Higher education 
becomes potentially useful to farm people when successful decision making in agricul- 
ture requires depth of understanding of science and business or when farm people need 
to prepare for an occupation outside of agriculture. 

In some agricultural environments, experience rather than schooling may be a more 
important form of human capital, while in other environments, schooling has a major 
advantage over experience [Schultz (1964), Becker (1993, pp. 1-13), Huffman (1991a, 
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1985)]. In a static (political, economic, technical) environment, accumulated experi- 
ence seems to be a better investment than schooling. Information accumulated through 
experience in farming or working in the household does not depreciate when the envi- 
ronment is unchanging. Work experience is a relatively valuable form of training, e.g., 
farmers can learn much that is useful for decision making from their own and others' 
experiences. However, when the political and economic environments are changing in a 
market economy, or new technologies are regularly becoming available, skills obtained 
from formal schooling have an advantage over on-the-job training. Most new agricul- 
tural technologies are geo-climatic or land-specific, and changing technologies cause 
rapid depreciation in land-specific human capital. Being able to make good decisions on 
information acquisition and technology adoption is valuable. Hence, a changing agri- 
cultural environment is expected to increase the expected returns to formal schooling 
and possibly to reduce the opportunity cost of schooling for farm male youth (reduce 
the expected payoff to farm-specific human capital) [Foster and Rosenzweig (1996)]. 
These are all arguments for allocative efficiency effects of human capital. Schooling 
and experience may also enhance the technical efficiency at agricultural production ac- 
tivities, but for enhancing technical efficiency, experience seems likely to be a more 
important form of human capital in both static and dynamic environments. 

For farmers to have access to new technologies, they must have either a successful 
national research and development (R&D) system or access to international technolo- 
gies. In all cases, some special attention must be given to adaptive research to meet 
local agricultural conditions. Farmers in developed countries have access to locally, na- 
tionally, and internationally developed technologies, but the technologies available in 
developed countries are frequently limited to the output of the national public agricul- 
tural research system and possibly the international agricultural research centers. 

2. Empirical evidence 

2.1. Choices about  where to work  

Worldwide about one-half of the labor force works in agriculture [The World Bank 
(1997, pp. 220-221)]. A large majority are unpaid farm workers - the farmers who make 
decisions and work, and other farm family members who work generally without direct 
compensation - and a minority are hired (nonfarm family) workers. Hired workers are 
generally of two types: regular full time and seasonal. Seasonal labor demand variation 
arises largely from the definite seasonal pattern to biological events in plants, which 
creates unusually large labor demand at planting, weeding, and/or harvest time. The 
supply of seasonal agricultural labor generally has a local component and a migratory 
component [see Emerson (1984)]. 

Over the long term the share of the labor force employed in agriculture has declined 
dramatically in what are now developed countries, but slowly or not at all in low income 
or developing countries [Johnson (1997), OECD (1995)]. Decisions on schooling by 
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families and communities are an important factor determining whether individuals work 
in agriculture or elsewhere. Even in developed countries where farmers are relatively 
well educated, hired farm workers have significantly less education. For example, in the 
United States, hired farm workers have about 50 percent as much schooling as farm 
operators [Huffman (1996b)], and in 1990, 53 percent of seasonal crop workers had 
less than 8 years of schooling [Gabbard and Mines (1995)]. In this latter group, about 
60 percent were foreign born and 40 percent undocumented. 3 This subsection examines 
the impact of schooling on individuals' choices of where to work in a free society. 

Choosing agriculture. Whether to work in agriculture or in another industry is an im- 
portant decision worldwide. In India and China, which account for about 40 percent 
of the world's population, and in other low income countries, about 65 percent of the 
labor force in 1990 was employed in agriculture. In Western Europe, less than 10 per- 
cent of the labor force was employed in agriculture, and in the United States the share 
was only 3 percent. In noncentrally planned countries, individuals make a choice of an 
occupation/industry for work. 

Orazem and Mattila (1991) have examined occupational choices for U.S. high school 
graduates. Graduates are assumed to choose the occupation that maximizes their ex- 
pected lifetime utility, where indirect utility depends primarily on the mean and vari- 
ance of earnings and income independent of occupational choice. Their model is sim- 
ilar to the three-period conceptual model presented in the previous section, and goes 
beyond and is superior to the (lifetime) earnings maximization models [e.g., Ben- 
Porath (1967)]. Schooling is also permitted to produce different amounts of occupation- 
specific human capital, i.e., schooling is not equally productive across occupations. This 
occupation-specific human capital is a function of the intensity with which a student in- 
vests in school (attendance rate) and school (teacher) quality. 

Orazem and Mattila (1991) then use the model to examine the choices of Mary- 
land high school graduates (1951-69) among eight activities: six occupations (including 
farming, fishing, and mining) and two college options. They found that increasing the 
mean of the earnings distribution (or reducing the variance) for an occupation/activity i 
increases the probability that activity i is selected by high school graduates. The qual- 
ity of secondary schooling is shown to affect graduates' activity choices differentially, 
suggesting that schooling has an activity-specific and a general training component. In 
particular, increasing schooling quality reduces the proportion of high school graduates 
going into farming, fishing, or mining relative to other occupations, or continuing with 
college. Hence, parameters of occupational-earnings distributions and school quality 
seem to affect occupational choices of rural youth in free societies, but there is consid- 
erable potential here for future research on occupational choice involving agriculture. 

3 See Martin et al. (1995) for an extensive review of the use of foreign, including undocumented, workers 
in U.S. agriculture and an examination of the impacts on U.S. agriculture of the Immigration Reform and 
Control Act of 1986. 
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Perloff (1991) has examined wage workers' industrial choice of work (in agriculture 
versus nonagriculture) and wages by industry for U.S. low-educated nonurban workers. 
Workers are assumed to choose the industry that gives them the largest total current 
benefit, i.e., wage adjusted for the monetary value of the (dis)utility of work. The prob- 
ability of wage-work in agriculture is then a function of individual, family, and regional 
attributes. Wage equations by industry are then a function of workers' attributes and 
regional/state location of work. 

To focus on the population for which working in agriculture seemed most relevant, 
Pefloff limited his sample to nonurban male wage workers who were age 16 or older, 
had 9 years or fewer of schooling, and were working 15 or more hours per week. The 
sample is from the 1988 U.S. Current Population Survey. The results showed that a year 
of additional schooling increased the probability of working in agriculture for workers 
having less than 5 years of schooling, but reduced the probability for those having more 
than 5 years. An additional year of post-schooling experience increased the probabil- 
ity of choosing agriculture only for workers having more than 32 years of experience. 
A worker being Mexican, non-Mexican Hispanic, or black increased his probability of 
choosing agriculture. 

Using a hedonic wage equation, Perloff found significant differences in the agricul- 
ture and nonagriculture wage structures. An additional year of schooling had a (small) 
positive effect on the wage in agriculture up to 5 years, but no significant effect on the 
nonagriculture wage. An added year of post-schooling experience had no significant ef- 
fect on the wage in agriculture but a (small) positive effect on the nonagricultural wage 
up to 33 years. In agriculture, Mexicans, other Hispanics, and blacks earned signifi- 
cantly more than whites, but in nonagriculture, the blacks earned 15 percent less than 
whites, and Mexican and other Hispanics had wage rates that were not significantly 
different from whites' (with the same education and experience). Controlling for demo- 
graphic differences, the agriculture wage differed significantly across regions and states, 
but for nonagriculture, no difference across regions and states existed, except in Cali- 
fornia, where wages were higher. Perloff then fitted a structural participation equation 
using the predicted agricultural-nonagricultural wage differentials adjusted for selectiv- 
ity, and found strong positive effects of the agriculture-nonagriculture wage differential 
on the probability of working in agriculture. He concluded that low-education nonurban 
male wage workers are quite responsive to the agriculture-nonagriculture wage differ- 
ential. 4 

Migration. As economic conditions change in interconnected labor markets, workers 
in free societies invest in migration to improve their future economic welfare (see the 
three-period model in the previous section), which tends to reduce or eliminate inter- 
market wage differences. This complicates the problem of explaining migration because 

4 Perloff also concluded that if the supply of undocumented workers to U.S. agriculture was to end, the 
wage rate in agriculture would rise relatively, and significant positive supply response would arise from low- 
educated nouurban U.S. workers. 
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individuals are acting on anticipated wage rate differences rather than the ex post val- 
ues. Schooling has been hypothesized to play a significant role in these adjustments or 
reallocations because of its effect on both the costs and returns to migration. 

Migratory agricultural workers incur moving costs in exchange for a higher expected 
wage in a new location. Emerson (1989) examines the earnings structure for migratory 
and nonmigratory work and the probability of migration for 559 domestic males in a 
survey of Florida farm workers. A migrant, an individual who has earnings in two or 
more states during the survey year, is hypothesized to have a different earnings struc- 
ture for nonmigratory work. He finds that the expected earnings difference between 
migratory and nonmigratory work increases significantly as the probability of a worker 
being migratory increases. For these workers, the mean schooling completion level was 
6.5 years, and a worker's schooling had a positive but not significantly different from 
zero (5 percent) effect on being migratory. 

Perloff et al. (1998) examine the migratory responsiveness of seasonal agricultural 
service labor to geographical wage differences using the National Agricultural Work- 
ers Surveys 1989-1991. They define migration as a worker traveling at least 75 miles 
for perishable crop work during a survey year. They test and confirm the hypothesis 
that workers who have the largest expected gain to migration are the ones who actually 
migrate for work. In a probit equation explaining the probability of a worker migrat- 
ing, they find the worker's amount of schooling has no significant effect. However, a 
worker's U.S. farm labor market experience and a worker being female had significant 
negative effects on the probability of migration. 

Taylor (1986, 1987) examined the decisions of rural Mexican households to allocate 
adult labor to work in Mexico or to work as undocumented labor in the United States. 
Mexican households are assumed to employ adults so as to maximize expected (source) 
household income. If the adult migrates as an undocumented worker, his or her contri- 
bution to Mexican source household income is expected remittances net of migration 
costs, and the probability of successful undocumented migration is assumed to be a 
function of individual and family attributes. Net remittances and Mexican income from 
work are each assumed to be a function of individual and source household attributes. 

Taylor (1987) fits his model to data for randomly chosen households in a rural Mexi- 
can village 2,000 kilometers from the U.S.-Mexican border. In a (reduced-form) equa- 
tion explaining the probability of undocumented Mexico-U.S. migration, he found that 
an adult's age has a significantly positive effect up to 36 years for men and 32 years for 
women, one added year of experience as an undocumented Mexico-U.S. migrant has a 
significantly positive effect up to 9 years, but an added year of worker schooling has a 
significantly negative effect. The latter result arises because more educated rural Mexi- 
can adults have relatively better labor market opportunities in Mexican cities than in the 
United States. A Mexican household having a migration kinship network, i.e., family 
contacts in the United States, has a significantly positive effect on the probability of 
undocumented Mexico-U.S. migration. The reason put forth in the network reduces the 
costs to a potential immigrant of crossing the border and finding a job. Hence, Taylor 
presents evidence which many researchers would find counterintuitive: an individual's 
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schooling reduces rather than increases his or her likelihood to migrate internationally. 
Migration kinship networks seem to be highly substitutable for educators in understand- 
ing Mexico-U.S. migration. Finding collaborative evidence in other parts of the world 
would seem to be a useful activity. 

Taylor (1987) also reports results for fitted income equations, one for Mexico-U.S. 
migrant remittances and one for income contribution by working in Mexico. He found 
that a worker's education has a positive and significant effect on his or her Mexican 
income but no significant effect on remittances to Mexico. U.S. experience as an un- 
documented migrant has a significantly positive effect on remittances and on Mexican 
income, but Mexican experience as a migrant in Mexico has a positive effect only on 
Mexican income. Thus, U.S. work experience seems to produce a type of general human 
capital, but work experience in Mexico seems to produce country-specific skills. 

Taylor (1987) then fits a structural probit to explain Mexican-U.S. undocumented 
migration. He uses the fitted remittance and Mexican worker income equation, corrected 
for selection, to estimate for each worker the difference between his or her predicted 
migrant remittance and predicted Mexican worker income. This difference in income 
is then shown to contribute positively to the probability of undocumented Mexico-U.S. 
migration while leaving the effects of a migrant's U.S. experience, migration kinship 
network, and age largely unchanged from the reduced-form equation. 

BarNey (1990) presents economic evidence on the determinants of net migration of 
labor out of U.S. production agriculture, 1940-1985. This is an especially interesting 
period because employment in U.S. agriculture declined about 300 percent. He hypoth- 
esized and found that labor was responding to a significant decline in the expected 
payoff to working in agriculture relative to other industries. A higher return to labor in 
nonfarm work relative to farm work increased the net exit rate from agriculture. Higher 
real land prices, which raises the wealth position of farm labor that owns land, however, 
tended to reduce the migration of labor out of agriculture. Government program pay- 
ments which clearly affect farm income did not affect migration, except perhaps through 
the land prices or returns to farm labor. Being a farmer creates location-specific informa- 
tion about the land, climate, and input supplies, and Huffman and Feridhanusetyawan 
(2001) have shown that being self-employed or a farmer causes a significant reduction in 
the likelihood of an adult male experiencing interstate migration. But formal schooling 
which creates general skills was shown to have a strong positive effect on the likelihood 
of migrating. 

Huang, Orazem and Wohlgemuth (2001) applied a human capital model, similar to 
the three-period model, in their examination of the underlying causes of growth and 
decline in U.S. rural county populations by decade, 1950-90. They examined population 
growth rates for 306 southern and midwestern counties and tested for human capital 
and labor market opportunity effects. They found that rural counties that had a higher 
average adult schooling level at the beginning of a decade had a higher rate of loss of 
population over the following decade. When a county was farther from a large city, 
had more concentrated employment by industry, had a larger share of population on 
farms or share of population who were black, it had a larger rate of population loss 
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over the following decade. Over their study period, schooling yielded higher returns in 
urban than rural areas. Hence, in rural U.S. counties that invested more in schooling of 
children, the rate of net export of human capital to other counties was larger. Because 
of positive, expected geographical spillover effects of rural schooling, a significant part 
of the cost should be borne by areas that are expected to benefit - e.g., state and federal 
sources [Olson (1969, 1986)]. 

In contrast to the human capital approach taken by Huang and Orazem to modeling 
annual county population growth rates, Goetz and Debertin (1996) rejected a human 
capital approach. They employed a rather naive empirical economic model for explain- 
ing rural county population growth rates over 1980-90. It placed all the emphasis on ac- 
tual characteristics of counties at the beginning of the period, e.g., average characteris- 
tics of farms, average earnings in farming and other occupations, and total employment 
across industries, and the net birth rate from 1980 to 1990. The authors argued that indi- 
vidual characteristics, e.g., education and age, are unimportant, and ignored information 
about the expected commuting distance to work and earning prospects elsewhere. Also, 
they apparently considered birth rates to be an uneconomic decision. Another deficiency 
is their use of actual characteristics of counties in 1980 to explain population growth: In- 
dividuals presumably use as information for migration decisions anticipated rather than 
actual characteristics, although past values do represent naive expectations formation. 

Off-farm work. Although farmers or cultivators tend to be tied to the land and to be ge- 
ographically immobile, off-farm work of farmers is a relatively common international 
phenomenon. Since the 1950s and 1960s aggregate demand for operator and family 
farm labor in all of the developed countries has declined [see OECD (1995)], the de- 
mand for housework in farm households has generally declined as family sizes have 
declined and labor-saving household technologies have been adopted [Bryant (1986)], 
and the real nonfarm wage has generally increased. Faced with needing to make adjust- 
ments in labor allocation, farm households in the developed countries have frequently 
chosen to continue in farming but also to supply labor of some of its members to the 
nonfarm sector [e.g., see Hallberg et al. (1991)]. 

Most empirical studies of off-farm work participation of farm household members 
have used an agricultural household model similar to the static conceptual model pre- 
sented in the previous section. In this framework, an individual's schooling has been 
an important determinant of off-farm work participation in middle- and high-income 
countries. In all the published econometric studies of off-farm work participation of 
farm operators in the U.S., Canada, and Israel, the operator's schooling has been shown 
to have a positive and statistically significant effect on his probability of off-farm work 
(see Table 1). Fewer studies have examined off-farm work decisions of farm wives, but 
a farm wife's schooling has a positive and significant effect on her probability of off- 
farm work too [see Huffman and Lange (1989), Gould and Saupe (1989), Tokle and 
Huffman (1991), Lass and Gempesaw (1992), Kimhi (1994), and Abdulai and Delgado 
(1999)]. Cross-person schooling effects between spouses are mixed in sign and gener- 
ally statistical significance. Where wage equations have been part of these econometric 
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studies, an individual's schooling always has a positive and significant effect on his or 
her off-farm wage, and an individual's experience also has been a significant predictor 
of the wage. 

Overall, the review of the literature has shown that the quantity and quality of an 
individual's schooling affects his or her choice of where to work. In the U.S., higher 
secondary school quality seems to reduce the likelihood of an individual choosing an 
occupation in agriculture. For less-educated wage workers, say less than 5 years, added 
schooling increases the likelihood of working in agriculture. U.S. domestic and undoc- 
umented migratory farm workers seem to function relatively well with low levels of 
schooling. For individuals in developed countries who are farmers and continue farm- 
ing, additional schooling increases the likelihood that they will participate in off-farm 
wage work, but not necessarily for those in Green Revolution areas of developing coun- 
tries. Higher schooling levels are in general associated with a population that is more 
geographically mobile. 

2.2. Technology adoption and information acquisition 

The decision to adopt new technologies is an investment decision because significant 
costs are incurred in obtaining information and learning about the performance char- 
acteristics of one or more new technologies and the returns are distributed over time. 
Furthermore, only a small share of the new technologies that become available will be 
profitable for any given farmer to adopt. This means that there is a large amount of 
uncertainty facing farmers, and additional schooling may help them make better adop- 
tion decisions and increase farm profitability. Because additional schooling affects the 
amount of knowledge that a farmer has about how technologies might work and his or 
her information evaluation skills, additional schooling may affect his or her choice of 
the type and amount of information to acquire. Hence, a model similar to the three- 
period model of the previous section provides a useful guide to the empirical literature. 
Also, see Besley and Case (1993) for examples of particular choice-based empirical 
models of farmers' technology adoption. 

When technology is new and widely profitable, farmers' schooling has been shown to 
be positively related to the probability of adoption. When a technology has been avail- 
able for an extended period (e.g., several years) or it is not widely profitable, farmers' 
schooling is generally unrelated to adoption/use of the technology. Schooling has been 
shown to affect choice of information channels about new technologies. 

Huffman and Mercier (1991) examined the adoption of microcomputers and/or pur- 
chased computer services by a 1982-84 sample of Iowa farmers. Farmers' schooling 
has a positive and statistically significant effect on the probability of adopting a micro- 
computer, adopting purchased computer services, and adopting both a microcomputer 
and computer services. As farmers become older, they have fewer years to capture re- 
turns from changing, and farmers' age has a negative and significant effect on adopting 
all combinations of computer technologies. Although arguments can be made for off- 
farm work releasing credit constraints and giving exposure to computer use and use- 
fulness, a higher probability of off-farm work by these farmers reduces (significantly) 
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the probability of adopting a microcomputer, and tends to reduce adoption of purchased 
computer services. 

Putler and Zilberman (1988) examined computer use by a 1986 sample of (Tulare 
County) California farmers who had relatively high schooling completion levels. Forty- 
six percent of these farmers had completed a college bachelor's (4-year) degree, and of 
them 11 percent had also completed a graduate degree. The authors found that farmers 
who were college graduates, i.e., individuals who had completed bachelor's and gradu- 
ate degrees, had higher probabilities of computer adoption than farmers who completed 
only elementary or high school. However, individuals who completed some college but 
did not receive at least a four-year degree had adoption probabilities that were similar to 
individuals who had completed only elementary or high school. Thus, the effective use 
of a computer in California agriculture seems to require high levels of education. The 
authors also found that farm size has a positive and significant effect on computer adop- 
tion. Farmers' age had a quadratic effect on computer adoption, peaking in the 36-40 
age range. The authors' evidence on type of software owned is generally weaker than 
for computer adoption, but they concluded that it is influenced primarily by the type of 
farm products produced, the size of the farming operation, ownership of a farm-related 
business, and education of the farm operator. 

Wozniak (1984) examined the adoption of two interrelated cattle feeding technolo- 
gies - one new and the other mature (available for several years) - for a 1976 sample 
of Iowa farmers. The new technology was the use of Rumensin which enhances natural 
microbial activity in rumens, and it became available to farmers about one year before 
the survey. The mature technology was implanting growth hormones, which is a tech- 
nology that had been available for several years. Wozniak found that farmers' school- 
ing and frequent contact with agricultural extension information sources had positive 
and statistically significant effects on the probability of adopting the new technology 
(Rumensin) but no effect on the probability of adopting the mature technology (im- 
planting). He also found a positive and statistically significant effect of scale/size of the 
cattle feeding operation on the probability of adopting both feeding technologies. These 
results suggest that education and extension are important to assessing new innovations 
and explaining early adoption but not for diffusion or use of mature technologies. Also, 
the results imply that if an innovation is compatible with current technology, it is more 
likely to be adopted than if it displaces it. 

Rahm and Huffman (1984) examined the adoption of reduced tillage for row crop 
(corn) seedbed preparation and the efficiency of the adoption decision for a 1976 sample 
of Iowa farms. Reduced tillage technology refers to seedbed preparation without the aid 
of a moldboard plow, e.g., chisel plows, field cultivators, primary tillage disks, or no-till 
planting. Reduced tillage significantly reduces field preparation time and retains crop 
residue on the soil surface, which has the potential to decrease soil loss from wind and 
water erosion. It also lowers springtime soil temperatures and decreases evaporation. 
The profitability of reduced tillage over moldboard plow technology depends on soil 
characteristics, annual precipitation, cropping system, and other management practices, 
and it is not profitable for all cropland. The authors found that the probability of a 
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farm operator adopting reduced tillage was not related significantly to his schooling. 
A large corn enterprise size (acres of corn planted) had a positive and significant effect 
on a farmer's adoption of reduced tillage, and the cropping system of the farm and soil 
association of the farmland significantly affected the probability of adoption. 

But Rahm and Huffman (1984) also examined the efficiency of a farmer's adoption 
decision, which is defined as the absolute difference between actual and predicted adop- 
tion behavior. Here, farmers who had more education (years of formal schooling) had 
greater efficiency of reduced tillage adoption. Also, if the farm operator used media 
sources of information published or marketed by the private sector or if the farm opera- 
tor or spouse attended short courses, conferences, or meetings at Iowa State University, 
the efficiency of a reduced tillage adoption was increased. However, a farm operator's 
active years of experience farming or participation in meetings, field days, or demon- 
strations sponsored by the extension service did not have a significant effect on the 
efficiency of reduced tillage adoption. 

Soule et al. (1999) have extended the Rahm and Huffman model of adoption of con- 
servation practices. They develop a multiperiod model of the adoption decision, fo- 
cusing on possible differences that might be associated with different land tenure ar- 
rangements, and fit a probit specification of the adoption decision to data from the 1996 
Agricultural Resource Management Study survey. They find that if a farm operator has 
some college education he is more likely to adopt (short-term) conservation tillage prac- 
tices than if he has less schooling. However, they found no significant effect of the farm 
operator having some college education on the probability of adopting medium-term 
practices, e.g., contour farming, strip cropping, establishing grassed waterways. 

We turn next to some adoption evidence for developing and transition economies. 
New high yield wheat and rice varieties became available in the mid-1960s. Foster and 
Rosenzweig (1996) consider the probability that a sample of Indian farm households 
had ever adopted high yielding seed varieties by 1971. Schooling completion is low 
in these households; only 49 percent of households had someone who had completed 
primary school and 21 percent had someone who had completed secondary schooling. 
Foster and Rosenzweig found that farm households containing at least one adult who 
had completed primary schooling were significantly more likely to have adopted the 
new seeds by 1970-71 than households having no adult who was a primary schooling 
graduate. Schooling beyond the primary level tended to not significantly affect adoption 
of high yield varieties (HYV). Households that had more acres of owned land and were 
located in villages with an agricultural extension program were also more likely to use 
HYV seeds. 

In another study, Foster and Rosenzweig (1995) examined the adoption of high- 
yielding seed varieties in a national panel sample of Indian rural households pertaining 
to the crop years 1968-69, 1969-70, and 1970-71. Here they focused on the impor- 
tance of prior experience with HYV on current rate of use. They found that farmers 
who had more prior experience with HYV seed had a significantly higher current rate 
of use of the new seed. They also found that farmers in villages that had more prior 
experience with HYV also tended to have higher current rates of use of HYV seed. 
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Their results suggest positive learning-by-doing (or own experience effects) and pos- 
itive learning-from-neighbors (or experience spillover effects) occur. Because of the 
fixed-effects specification of their econometric model, farmers' schooling, which does 
not change over time, does not have an identifiable effect on HYV adoption. 

Lin (1991) examined the adoption of high-yielding rice varieties for a 1988 sample 
of Chinese farmers (Hunan Province). Although China did not have a market economy, 
a new household-based (rather than collective-based) farming system was introduced 
to the study area in 1981-82. The average years of formal schooling completed by the 
household head was 5.5 years, and 93 percent had less than 10 years of schooling. 
Hybrid rice seeds were released to farmers in 1976, but the price of the seed was set 
relatively high (10 times conventional seed), although the seeding rate was one-third to 
one-fourth of conventional rice's seeding rate. Controlling for 16 other variables, Lin 
found that schooling of the head of the farm household had a positive and significant 
effect on the probability of adopting middle or late hybrid rice seed. Increasing the 
land area cultivated by a household also increased the probability of hybrid rice variety 
adoption. Household head's experience in farming had a positive effect on adoption (at 
the 10 percent significance level). 

Strauss et al. (1991) examined the adoption of cultural practices by upland rice and 
soybean farmers from survey information collected from 161 central-west Brazilian 
farms in 1985-86. Both soybeans and upland rice technologies began to be introduced 
in the region after 1980. The educational distribution of the farmers in the survey is 
as follows: fewer than 4 years, 56.8 percent; 4-8 years, 29.0 percent; and more than 
8 years, 14.2 percent. The authors found that better-educated farmers were more likely 
to do soil analysis and use fertilizer on both rice and soybean plots, but farmers' edu- 
cation did not significantly affect the probability of using treated soybean seeds, certi- 
fied rice seeds, or rice blast control. Farmers in areas with more experienced extension 
agents were more likely to use treated soybean seeds and certified rice seeds, but exten- 
sion did not have a significant effect on adoption of other practices. Clearly these are a 
mixed set of results. 

Pitt and Sumodiningrat (1991) examined the determinants of rice seed variety choice 
(HYV vs. traditional variety (TV)) for a 1980 national sample of Indonesian farm house- 
holds. High-yielding varieties first became available at least a decade earlier. They found 
that farmers' schooling had a positive but statistically insignificant effect on HYV adop- 
tion, holding relative profitability of HYV to traditional varieties constant. Higher ex- 
pected profitability of HYV and higher quality irrigation for a farm household also had 
positive and significant effects on the probability of HYV adoption. 5 

Although successful adoption of innovations clearly requires information, few stud- 
ies have considered the important joint decisions of information acquisition and new 

5 See Feder, Just and Zilberman (1985) for a survey of other economic factors affecting adoption of tech- 
nologies in developing countries. See Birkhaeuser, Evenson and Feder (1991) for a review of impacts of 
agricultural extension on adoption. 
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technology adoption. This seems to be a fruitful area for new research. When several 
information sources exist, early adopters might prefer sources that facilitate faster learn- 
ing about the innovation. The information channels for early adopters might also be 
different from those for late adopters. 

Wozniak (1993) is an exception in that he examined farmers' joint decisions on infor- 
mation acquisition and technology adoption. He considered the adoption of two tech- 
nologies - one new (Rumensin) and one mature (implanting) - and four channels of 
information - one active and one passive information channel for both extension and 
private sector information providers. In the study, he found that farmers' education sig- 
nificantly increased the probability of adopting new and mature technologies and of 
acquiring information from extension by talking with extension personnel (passive) and 
attending demonstrations or meetings (active) about the use of new products or proce- 
dures sponsored by extension. Farmers' education did not have a statistically significant 
effect on acquiring information by talking with private industry personnel or attending 
demonstrations or meetings on the use of new products or procedures sponsored by 
private companies. Farmers were more likely to be early adopters if they acquired in- 
formation actively or passively from private industry information providers than if they 
acquired information from extension. For both new and mature innovations, positive 
and significant interaction effects existed between farmers'acquisition of information 
from public and private sources, i.e., public and private information acquisition seems 
to be complementary. 

In addition, Wozniak (1993) found that scale has a positive and significant effect on 
adoption of new and mature technologies and on the likelihood of acquiring information 
from extension actively or passively, but no significant effect on likelihood of acquiring 
information from private sector firms. Farm operators who had larger off-farm wage 
income had a lower probability of adopting the new technology and lower probability 
of talking with private sector information providers. He concluded that off-farm work 
seems to impact adoption not by easing credit restraints but by reallocating operators' 
time away from farm-related activities of early technology adoption and gathering tech- 
nical information. 

Klotz et al. (1995) examine California dairy farmers' awareness of recombinant 
bovine somatotropin (rbST) and its adoption using survey data over a four-year pe- 
riod, 1987-1990. They argue that information acquisition costs per cow decline as the 
size of a cow herd increases, leading to scale bias to large producers. Empirically they 
fit a bivariate probit model to explain awareness and adoption of rbST. They find that 
farmers' schooling has a positive and significant effect on both the probability of aware- 
ness and adoption. In addition, they find that as the size of the dairy herd increases, the 
probability of a farmer's awareness and adoption increases. 

Bindlish and Evenson (1997) have undertaken an extensive study of information ac- 
quisition and its impacts on agriculture in two poor African countries. They use econo- 
metric techniques to examine whether the Training and Visit (T&V) system of extension 
led to earlier and greater awareness, testing, and adoption of improved farming practices 
in Burkina Faso and Kenya than would have occurred otherwise. They pay particular 
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attention to the effects of endogenous T&V participation by farmers in their analysis. 
They found that farmers having more schooling had a high probability of participating 
as T&V contact farmers or members of contact groups. Holding the probability of T&V 
participation constant, additional T&V extension had a positive and significant effect 
on farmers' testing 10 of 12 recommended practices and on adoption of 9 of them. The 
authors also found positive externalities or spillover effects of T&V participating farm- 
ers on the probability that other farmers would test and adopt recommended practices. 
Farmers having more schooling (and more land) were more likely to learn from other 
farmers and to test and adopt new technologies. 

In Kenya, the findings were less clear-cut. However, T&V extension had a positive 
effect on the probability of adoption of all recommended practices and a statistically 
significant effect on most. Higher schooling levels of farmers led to more and earlier 
awareness and adoption of recommended practices. 

Antle and Pingali (1994) considered an interesting pesticide choice and production 
problem where farmers' education might be expected to matter for acquisition of in- 
formation and choice of technology. They integrated farm-level survey data with health 
data collected from the same population of Philippine farmers to measure the impacts 
of pesticide use on farmers' health and the impact of farmers' health on rice produc- 
tion. They, however, indicate that their sample contained too little variation in farmers' 
education to find a significant effect on either pesticide use or production. However, 
an alternative interpretation of their results is that they included "choice variables" as 
regressors in these equations, e.g., the pesticide use equation contains as regressors the 
number of pesticide applications and dummy variables for farmers' smoking and &ink- 
ing, which themselves seem likely to be (partially) determined by farmers' schooling. 
Welch (1970) and others (see later section) have shown that when the effects of educa- 
tion are channeled through farmers' choices, one cannot expect to hold the "choices" 
constant in a regression sense and also find a significant effect of education. 

Overall, the review of the literature has shown that additional schooling of farmers 
increases the rate of early adoption of useful agricultural technologies in developed and 
developing countries. A surprisingly small amount of research, however, has examined 
farmers' joint decisions on information acquisition and technology adoption, and this 
is an area for much needed new research. Furthermore, care must be taken in empir- 
ical modeling so the models are built on a solid choice-based foundation and permit 
schooling to affect outcomes. 

2.3. Agricul tural  product ion 

Education of farm labor has the potential for enhancing agricultural production as re- 
flected in gross output/transformation functions (see Equations (3) and (18)) and in 
value-added or profit functions. These effects are frequently referenced as technical 
efficiency effects, allocative efficiency effects, or economic efficiency effects of edu- 
cation. When the effects of schooling on production are considered in a gross output- 
complete input specification, the marginal product of education, a measure of technical 
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efficiency, is limited by the other things that are held constant. A value-added or profit 
function representation of production accommodates a much broader set of effects that 
farmers' education may have on production through affecting choices or allocative ef- 
ficiency - the adoption of new inputs in a profitable manner, the efficient allocation of 
land (and other quasi-fixed inputs) among alternative uses, the efficient allocation of 
variable inputs, and the efficient choice of an output mix. The hypothesis is and the em- 
pirical evidence has shown that the productivity of farmers' education is enhanced by 
a wider range of choices. Welch (1970) is generally given credit for delineating these 
substantive differences. 

Some evidence and findings are presented first for developed countries, and second 
for developing countries. U.S. studies of agricultural production before the 1960s did 
not focus on farmers' schooling being a potentially important contributor to production, 
e.g., see Heady and Dillion (1961). Griliches (1963a) presented one of the first stud- 
ies of the contribution of education to agricultural production. He included an index of 
the education of farm labor as an input in an aggregate Cobb-Douglas-type production 
function. The production function was fitted to data for 1949 on aggregate output and 
inputs for 68 U.S. agricultural regions. Six inputs, including a man-days measure of 
farm (hired and unpaid family) labor, were included in addition to education. Education 
per worker was derived from the educational distribution of the rural population and 
income weighted. Griliches (1963a) found that schooling of farm labor had a positive 
and statistically significant effect on production and that the coefficient of education 
was similar in size to the coefficient of farm labor. Griliches (1964) also applied a sim- 
ilar methodology to U.S. state aggregate per farm data for 1949, 1954, and 1959, and 
obtained similar results for the contribution of education of farm labor to production. 
His interest in education of workers in agriculture arose primarily from a concern about 
labor quality and a hypothesis that labor quality was an important input for explaining 
output. 

Huffman (1977, 1981) applied a production function approach to assessing the effects 
of labor quality in U.S. agriculture, using county data. Huffman (1976a, 1976b) focused 
on the quantity and quality of farm husband and wife labor allocated to own-farm work. 
A Cobb-Douglas type production function was fitted to 1964 county data for Iowa, 
North Carolina, and Oklahoma, where effective labor input was measured as days of 
work multiplied by a schooling index. The value of the marginal product of husband 
and wife labor was shown to be larger than the average wage received for off-farm work 
by farm husbands and wives in these states. However, the implied marginal return in 
agricultural production to husband's and wife's schooling was generally lower than the 
average off-farm return to schooling. 

Huffman (1981) presented estimates of productivity differences on black- and white- 
operated farms in the U.S. South (North and South Carolina, Mississippi, and Alabama). 
Results from fitting a modified Cobb-Douglas production function to 1964 county data 
showed that the quantity and quality of farmers' education and extension were the pri- 
mary sources of productivity differences on black- and white-operated farms. The quan- 
tity differences in schooling and extension on black- and white-operated farms were 
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shown to be more important than quality difference for explaining black-white farm 
productivity differences. 

Welch (1970) laid the conceptual foundation for broadening the examination of edu- 
cation's contribution to agricultural production, especially allocative effects of farm- 
ers' education, but his empirical evidence addressed the issue only indirectly. His 
model, however, stimulated considerable new research on the topic. Khaldi (1975) and 
Fane (1975) focused on identifying the contribution of farmers' schooling to allocative 
efficiency by comparing hypothetical minimum cost of producing realized output to 
actual cost. For both, hypothetical minimum cost was inferred from an estimated aggre- 
gate production function. Khaldi's observations were state average per farm values for 
all U.S. states for 1964, and Fane used county averages for four Midwestern states for 
1959 and 1964. Both studies found that the proportional difference between actual cost 
and hypothetical cost declined significantly as the average schooling level of farmers 
increased (for preferred specifications). 

Huffman (1974, 1977) pursued a different route for testing for allocafive efficiency 
effects. He focused on Corn Belt farmers' production of corn and nitrogen fertilizer use 
in county aggregate average data for 1959 and 1964. This was a period when the price 
of nitrogen fertilizer fell significantly relative to the price of corn (22-25 percent), and 
new hybrid seed corn varieties, which could respond well to higher nitrogen fertilizer 
use, were being developed and marketed by commercial seed corn companies. He found 
mixed results for the contribution of farmers' schooling to output per acre or technical 
efficiency. The production function for corn in 1959 and 1964 was shown to be differ- 
ent due to technical change, and schooling's effect was positive and significantly differ- 
ent from zero in Huffman (1974) but not significantly different from zero in Huffman 
(1977), which used a different set of counties. The next step was to examine changes 
in nitrogen fertilizer usage. He computed a partial adjustment coefficient showing the 
actual change in nitrogen fertilizer use as a fraction of the change necessary to reach a 
hypothetical optimum rate of use, and then related the speed of adjustment to farmers' 
schooling, extension input, and size. He found a positive and statistically significant 
relationship between the average education of farmers and the speed of adjustment. Ex- 
tension and size (of the corn production enterprise) were shown also to be positively 
related to the speed of adjustment. Hence, both studies found that farmers' schooling 
increases allocative efficiency. 

Huffman and Evenson (1989) examined the effects of farmers' education and other 
variables on optimal mix of outputs and inputs for multi-output multi-input U.S. cash 
grain farms. They fitted a system of output supply and input demand equations derived 
from a profit function to state aggregate per farm data for 42 U.S. states pooled over 
census years 1949-74. They found that an increase in farmers' schooling biased pro- 
duction decisions on cash grain farms away from fertilizer, labor, and fuel input use, 
and toward machinery input use; and, with respect to output, toward wheat output and 
away from soybean and feed grain outputs. Moreover, the relative bias-effects caused 
by farmers' schooling have been larger among outputs than inputs. They also found 
that additional agricultural extension biased production decisions in the same direction 
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as farmers' schooling for fertilizer, fuel, and machinery inputs. However, the effects of 
extension on the other four choices were in the opposite direction from those caused by 
farmers' schooling. 

Some recent agricultural profit function studies, however, have ignored the effects of 
farmers' education. Weaver (1983) and Shumway (1983) also fitted a system of output 
supply and input demand functions derived from a profit function to aggregate per farm 
data for North and South Dakota, 1950-70, and Texas, 1957-79, and omitted education 
(and extension) from their models. This omission could cause the estimated coefficients 
of other included variables to be biased and to miss some important effects of education 
on agriculture. At least the potential effects of farmers' schooling should be carefully 
examined before deciding that they are insignificant. 

Turning to some developing country evidences, Hayami and Ruttan (1985) and Jami- 
son and Lau (1982) summarize much of the early evidence. Few early studies found a 
positive and statistically significant effect of farmers' schooling on farm output. This 
seems to have several sources. First, researchers were exploring technical efficiency but 
not allocative efficiency effects. Second, schooling levels may have been too low to be 
productive. Third, variance in schooling levels may have been too small. Later studies 
have had more success. 

Pudasaini (1983) chose to examine the effects of education in two regions of Nepal, 
one undergoing modernization and the other traditional due to its hill country isolation. 
The average level of schooling was 5 years in the modernizing region and 4.2 years in 
the traditional region. He fitted yield response, gross sales, and value-added production 
functions to farm-level data. He found that farmers' schooling had a positive but in- 
significant effect on crop yields in both regions, but farmers' schooling had a positive 
and statistically significant effect on the gross sales and value-added for both regions. 
In the modernizing region, the estimated coefficient of education was 66 percent larger 
for the value added than the gross sales equation, but in the traditional region, the coef- 
ficient of education was only 10 percent larger. The marginal contribution of farmers' 
schooling to value-added output was about two times larger in the modernizing than in 
the traditional region. In contrast, he did not find any significant effects of agricultural 
extension. Hence, this study showed that allocative effects of farmers' education were 
more important than worker effects, and that allocative effects were quite large in the 
modernizing region. 

Foster and Rosenzweig (1996) used longitudinal Indian rural household data and 
area- specific information on crop yields and schools to test whether Green Revolution 
technical change increased the returns to farmers' schooling and whether schooling in- 
vestments responded to changes in the return to schooling. They argued that the Green 
Revolution technologies were developed outside of India and imported so the availabil- 
ity of the technologies can be treated as exogenous to rural Indian economic conditions. 
However, the ability of different regions and households to exploit the new technolo- 
gies was argued to differ because soils and climates differed regionally and farmers' 
schooling differed. 
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Foster and Rosenzweig (1996) used a large sample of households to explain change 
in farm-level profit, 1969-1970 to 1970-1971. With fixed-effects instrumental-variable 
estimates, they showed that the profitability of HYV acreage was significantly increased 
by a farm household member having completed primary schooling (relative to less than 
primary schooling). The profitability of HYV acreage was also increased significantly 
by the share of HYV land irrigated. For primary-schooled farm households having 
100 percent irrigated HYV acreage, they concluded that farm profit was 39 percent 
higher (compared to having less than primary schooling and no irrigation). Their results 
confirmed positive allocative effects of schooling in Indian farming. 

Foster and Rosenzweig (1996) then explained the 1971-82 change in household- 
specific school enrollment rates for children aged 5-14 using a subset of their sample 
of rural households. They found that primary school enrollment rates were positive 
and significantly related to the growth of crop yields in the area, but yield growth had 
a significantly smaller impact on school enrollment for children in nonfarm than farm 
households. The results suggested that the expected return to primary schooling in India 
was higher for farm than nonfarm households, and that the difference was associated 
with the steady change of technologies associated with the Green Revolution. 

Subsistence peasant households in the Peruvian Sierra provided Jacoby (1993) with 
evidence for the contribution of schooling to agriculture for poor Latin American farm 
households. The sample was from a sizeable survey conducted in 1985-86 from house- 
holds that reported harvesting some crops and with at least one adult male and female 
who worked on the family farm during the survey year. The mean schooling of male 
heads in these households was only 2.9 years. Farm output was defined as the value 
of crop and livestock production. Jacoby fitted Cobb-Douglas and translog specifica- 
tions of a farm production function. He found that the head's schooling increased farm 
output. However, the head's age (as a proxy for experience) did not statistically affect 
farm output. In these households, work effort (hours of farm work) among adult males 
and females seemed to respond positively to their productivity, which suggested the 
opportunity cost of not working was higher for more educated individuals. 6 

Evenson and Mwabu (1997) examined the impact of agricultural extension and farm- 
ers' schooling on crop yields of poor African farmers. They pooled 1981-82 and 1990 
samples of Kenya farm households. The average level of schooling of these farmers was 
very low: 47 percent had less than 2.5 years of schooling (only one was a high school 
graduate). They applied a quantile-regression technique for investigating productivity 
effects of schooling over the conditional distribution of crop yields. Farmers' schooling 
(measured qualitatively as greater than or less than 2.5 years) had a positive and signifi- 
cant impact on yields only at the bottom of the yield distribution. Agricultural extension 
(number of field extension workers per farm) had a generally positive impact on crop 
yields, but in contrast to schooling, the marginal product was largest at the top end of 
the yield distribution. 

6 Benjamin (1992) presents a rigorous modeling and econometric analysis of Java farm household labor use 
due to household composition and presence or absence of labor markets. 
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A few studies have also examined the effect of schooling in non-democratic and 
emerging market economies, especially for China. The opportunities for schooling to 
contribute to farm production in China were very limited under the collective farm- 
ing system but seem to have increased after 1984 with the change to household- 
responsibility system and opening input markets. Fleisher and Liu (1992) used a large 
1987-88 survey of Chinese farm households located in six different geographical re- 
gions to test for diseconomies associated with small-scale and multiple plots and effects 
of schooling and experience of household heads on productivity. Farm output was de- 
fined as weighted "rice-equivalence" of "field crops" produced (which excluded largely 
vegetables and fruits). They fitted a Cobb-Douglas type production function and found 
positive, but not significantly different from zero effects of schooling and experience of 
the household head on farm production. 

In another study, Yang (1997b) examined effects on production of alternative mea- 
sures of education in an attempt to strengthen the connections between education and 
agriculture on small Chinese farms. He chose a value-added measure of farm output 
so as to capture allocative effects. Although farmers' choices may still be somewhat 
restricted in China, he hypothesized that the allocative effects would be larger than the 
worker effects. He considered alternative measures of education that might be expected 
to affect farm production, including years of schooling of the household head, highest 
year of schooling completed by any household member, and average schooling of all 
farm labor. The sample mean values of these variables were 5.6, 7.3, and 6.0 years, re- 
spectively. He fitted several different specifications of a Cobb-Douglas type production 
function. The head's education had a positive but insignificant effect on farm produc- 
tion. Farm workers' education had a positive and significant effect on farm production, 
but education measured as the highest level completed by any farm household member 
performs best. In addition, Yang found that farm workers' experience (post-schooling 
experience weighted by farm work participation) also had a positive and significant ef- 
fect on value added. He concluded that the schooling evidence from his sample of small 
Chinese farms showed allocative effects of education to be more important than worker 
effects. Furthermore, on these farms, the beneficial effects of schooling were obtained 
from an individual who frequently did not report any farm work. This seems possible 
only when farms are small and allocative decisions are relatively simple. The alloca- 
tive benefits for these small farms were attainable with one well-schooled person per 
household. 

The frontier production and profit function literature also provides evidence of the 
contribution of farmers' education to increased efficiency. Abdulai and Huffman (1999) 
showed that schooling of Ghana rice farmers reduces significantly profit inefficiency, 
which implies enhanced technical and allocation or economic efficiency. The empirical 
evidence for farmers' education reducing production or technical inefficiency is mixed, 
e.g., Belbase and Grabowski (1985) and Flinn and Ali (1986) found significant school- 
ing effects but some other studies have found insignificant effects [see Bravo-Ureta and 
Pinherio (1993)]. 



Ch. 7: Human Capital: Education and Agriculture 365 

Overall, in developing, transition, and developed countries, the review of the litera- 
ture shows that farmers' schooling has generally greater value through allocative than 
technical efficiency effects. The positive aUocative effects are, however, closely associ- 
ated with a farming environment where technologies are changing and relative prices 
are changing. Farmers' schooling has infrequently been shown to increase crop yields 
or gross farm output because technical-efficiency gains from skills provided by farm- 
ers' schooling seem generally to be small. Farmers' schooling has also been shown to 
change the optimal mix or composition of farm inputs and outputs where production is 
multi-input and multi-output. 

2.4. Total factor productivity decomposition 

Productivity statistics, measuring output per unit of input, started in the 1950s showing 
seemingly costless increases in output. Schultz (1953), Kendrick (1961), and Denison 
(1962) started to search for underlying sources of productivity for these increases. Their 
work focused on the general economy and on agriculture where the data were better. 
Three main classes of methods have been applied in sources of productivity analysis: 
(1) imputation-accounting methods, (2) statistical meta-production function methods, 
and (3) statistical productivity decomposition methods (Evenson, this volume). In all of 
these methods, there is considerable investment in data construction, especially trying 
to accurately account for quality and quantity of inputs and outputs. Schooling enters 
primarily at two places: (1) schooling of agricultural labor can reasonably be expected 
to enhance labor quality or the effective units of labor, and (2) schooling of the farmer 
or decision maker may more generally increase productivity by enhancing economic 
efficiency in agriculture. 

The best-known early studies of sources of total factor productivity (TFP) change in 
U.S. agriculture are by Griliches (1963a, 1963b, 1964). In Griliches (1964), an index of 
education of farm labor was found to have a coefficient in an aggregate production func- 
tion fitted to state average per farm data for 1949, 1954, and 1959 that was positive and 
not significantly different from the coefficient for farm labor (person days). This result 
has frequently been used by other researchers as a justification for constructed quality- 
adjusted farm labor input measures for TFP measures [e.g., see Ball (1985), Jorgenson 
and Gollop (1992), Ball et al. (1997)]. When Griliches (1964) then conducted an analy- 
sis of differences between unadjusted and adjusted residual agricultural output growth, 
1949-59, education of farm labor accounted for about 14 percent of the explained dif- 
ference. 

Huffman and Evenson (1993) assessed research and education's contribution to TFP 
through statistical decomposition of state agricultural TFP levels. In their TFP measure, 
farm labor was measured as person-hours of unpaid farm family and hired labor, but 
no adjustment of education (or experience) was made. They derived TFP measures by 
state, 1950-82, for a crop sector, livestock sector, and aggregate farm sector. They then 
used public and private research, farmers' schooling, extension, and government com- 
modity program variables to econometrically explain TFP in an analysis of 42 pooled 



366 W.E. Huffman 

states, 1950-82. To attain consistency of interpretation they impose some coefficient 
restrictions across the three productivity equations. They however found that farmers' 
schooling made a positive and statistically significant contribution to state TFP levels. 
Their results implied a positive marginal product of farmers' schooling and a relatively 
large social rate of return ( 1 9 4 0  percent). They concluded that farmers who have more 
schooling have an advantage in being able to understand scientific advances in the pub- 
lic and private sector, to draw inferences from results and make successful adaptation 
to their own particular farming operation, and to quickly adapt superior technologies, 
economic organizations, and management practices. 

Huffman and Evenson (1993) also found that farmers' schooling and agricultural ex- 
tension interact negatively in explaining TFP levels. The marginal product of aggregate 
crop and livestock extension is positive, and the marginal product is larger in the crop 
than in the livestock sector. For the livestock sector, the marginal product of extension 
was negative or zero. The authors, however, obtained evidence that farmers' school- 
ing and extension were substitutes. Over the study period, the average level of farmers' 
schooling increased by about 4 years, which greatly reduced the marginal product of 
extension by the end of the period. 

In some North American studies of agricultural TFP, authors surprisingly have chosen 
to ignore the effects of education [see Capalbo and Denny (1986), Antle and Capalbo 
(1988), and Chavas and Cox (1992)]. It is more common to ignore labor quality adjust- 
ments in TFP analyses for developing countries where schooling completion levels are 
low and data are poor. 

Rosegrant and Evenson (1993) are an exception in their TFP research for India and 
Pakistan. They constructed TFP indexes for the crop sectors for 271 districts in 13 states 
of India (1956-87) and for 35 districts in 3 states of Pakistan (1955-85) and then con- 
ducted a statistical decomposition analysis. The empirical models were similar for the 
two countries. Average schooling completion levels for farmers in these districts of In- 
dia and Pakistan were low, perhaps averaging 2 years. They chose to measure farmers' 
education as the literacy rate. They found that the literacy rate made a positive and sta- 
tistically significant contribution to crop sector TFP in both countries. In India, agricul- 
tural extension (expenditures per farm) also made a positive and significant contribution 
to TFP. 

A few studies have examined the effects of education on agricultural productivity 
across many countries. Hayami and Ruttan (1970) examined agricultural labor produc- 
tivity, rather than TFP, differences for 38 developed and developing countries. [See 
Hayami (1960) for presentation of preliminary results for the same countries.] They 
assumed that a meta-production function (the envelope of all known and potentially 
discoverable production activities) exists across countries at a given point in time and 
over time in a given country. They fitted a Cobb-Douglas type production function to 
average per farm data. Output was measured as gross (net of feed and seed), and the 
labor input was measured as the number of male workers active in agriculture. In the 
1960 data (which seems to be better than for 1955 or 1965), they found a positive and 
statistically significant effect of the rural literacy rate and of agricultural technical edu- 
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cation (graduates from agricultural education facilities at above the secondary level per 
farm worker) on farm output per worker. They concluded that about one-third of the dif- 
ference in agricultural labor productivity across the 38 countries was due to differences 
in human capital (education). 

In a related study, Kawagoe, Hayami and Ruttan (1985) expanded the set of coun- 
tries to 43 (22 less developed) and focused on data for the years 1960, 1970, and 1980. 
They used the same methodology as Hayami and Ruttan (1970), but the education vari- 
ables did not perform as well. Positive and significant effects of the literacy rate and 
agricultural technical education on farm output per worker were obtained from the data 
pooled across the three years for the less developed countries. For the developed coun- 
tries, the two education variables did not perform well. This may be due to literacy rates 
having little variation across developing countries, and to agricultural college graduates 
frequently taking nonfarm employment rather than working on farms. 

Craig et al. (1997) have attempted to push the labor productivity analysis further by 
expanding the number of countries to 98, making crude adjustments for input quality, 
and including proxies for rural infrastructure and agricultural research. Conventional 
agricultural labor is measured as the number of workers, i.e., the economically active 
agricultural population. No measure of work intensity, i.e., annual hours of work per 
worker, is included, but they included two labor quality measures, the literacy rate for 
the population over 15 years of age and life expectancy of the overallpopulation at birth. 
They fitted a meta-Cobb-Douglas labor productivity equation, including the above ad- 
justments, to the observations on 98 countries pooled over six observations per country 
(obtained by creating five-year averages from thirty years of annual data). Surprisingly, 
the coefficient of adult literacy is negative, and sometimes significant, in all reported re- 
gression equations. In contrast, the coefficient of life expectancy is positive and signifi- 
cant. The poor performance of literacy seems likely to be due to its very crude measure 
of schooling, perhaps failing to capture dimensions of schooling that affect production, 
and no adjustment for intensity of work. 

The authors can be criticized for trying to stretch their inferences by including the 
USSR, Central European countries, and China. From both an economic and econometric 
perspective this seems highly questionable. First, over the study period, the choice of 
where and when to work, the range of choices available to farm managers or farmers, 
the availability of variable inputs, and the incentives to perform were very different in 
these centrally planned non-market economies than in the market-oriented largely free 
countries. Little evidence exists that centrally planned economies produced agricultural 
output at anything like cost-minimizing input combinations. Hence, the methodology 
applied by Craig et al. (1997) made an unnecessarily heterogeneous sample. 

Overall, it seems that some dimension of schooling contributes to TFP or labor pro- 
ductivity, but the current evidence is mixed. In U.S. agricultural productivity data sets, 
the incorporation of labor quality adjustments has not been uniform. One strand of the 
literature, started by Griliches and continued by Ball at USDA, emphasizes effective 
units of labor, which is the product of agricultural labor quantity (days or hours) and 
an index of labor quality. Another strand of the literature places labor quality effects in 
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the productivity index (residual), and uses an education index, generally for farm op- 
erators, to explain TFP levels. When the latter approach has been followed, farmers' 
schooling has generally had a positive and significant effect on agricultural productiv- 
ity. In cross-country studies of agricultural labor productivity, it has been difficult to 
obtain a satisfactory empirical measure of schooling. Consequently, the weak effects of 
education in cross-country studies seem most likely to be due to data problems rather 
than to absence of real effects. Although the progress may be slow, this is an area where 
progress can be made. 

2.5. Household income 

In the first section, the three-period model has household utility derived from leisure 
and purchased consumption goods. In that model, household (net) cash income is spent 
on purchased consumption goods and on purchased inputs for human capital produc- 
tion. Within this model, the optimal life-cycle path of purchased consumption goods 
will be less concave than net cash income because of the incentive to invest early in 
human capital and to reduce consumption early and to raise it later in life [Ghez and 
Becker (1975)]. Furthermore, in both the three-period and single-period models of agri- 
cultural household resource allocation, cash income in each period is determined by the 
household's initial human capital endowment, past net investments in human capital, 
and current allocation decision for human capital services between leisure and work, 
farm production decisions, and wage rates and prices. Hence, these models imply that 
household cash income is not an exogenous variable, but rather a variable that is the re- 
sult of current and past decisions of the household, given market wage rates and prices. 
Hence, household income should not be treated as an exogenous variable in econometric 
studies of consumption, labor supply, and welfare analyses. 

This subsection will focus on the narrower issue of the impacts of education on in- 
comes of agricultural workers and farm households. The impact of schooling on in- 
comes of hired agricultural labor seems to be small in developed countries and insignif- 
icant in other countries. Emerson (1989) examined the earnings structure for migratory 
and nonmigratory work of 559 domestic males in a 1970 survey of Florida farm work- 
ers. In fitted annual earnings equations (adjusted for selection), he found a very small 
positive and significant effect of workers' schooling on earnings (1.4 percent per year 
for migrants and 1.6 percent per year for nonmigrants, holding weeks worked per year 
constant). He also found a quadratic effect of workers' experience on earnings. The co- 
efficients for experience were about 50 percent larger for migrants than for nonmigrants. 
Furthermore, he found that these domestic farm workers sorted or self-selected them- 
selves into migratory and nonmigratory groups in a manner that was consistent with 
the theory of comparative advantage - i.e., migrants earned more as migrants than they 
would as nonmigrants, and nonmigrants earned more as nonmigrants than they would 
as migrants. 

Ise and Perloff (1995) employed a hedonic wage equation and static labor supply 
model to examine the effects of an agricultural worker's legal status on wage earned 
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and hours of work or labor supply. Legal status of a worker was hypothesized to be 
determined by an individual's demographic attributes. The model was fitted to a ran- 
dom sample of seasonal agricultural service workers from the National Agricultural 
Workers' Survey. They found that an individual being an English speaker and having 
more schooling increased the odds of having a preferred legal status. For seasonal agri- 
cultural service workers, work experience had a positive and significant effect on the 
hourly wage in all equations, except for workers having unauthorized status. However, 
a worker's education did not have a significant effect on the wage. In the labor supply 
equation for workers having Amnesty or Green Card status, additional schooling re- 
duced significantly weekly hours of work. The authors concluded, not too surprisingly, 
that agricultural workers who work in the U.S. legally earned substantially more per 
hour and per week than those having unauthorized status. Thus, investing in obtaining 
a preferred legal status becomes another form of human capital with highly relevant 
cost-benefit calculations for potential immigrants and significant effects on workers' 
incomes. 

The attributes of farm work, of farm workers, and employers affect the type of pay 
system used, e.g., time or piece rate. A piece-rate system is not workable in many cir- 
cumstances, e.g., due to quality control or no easily defined output, but it is frequently 
the pay system for harvest labor. A piece-rate system is incentive pay for speedy work, 
a skill that seems likely to be unrelated to schooling. Rubin and Perloff (1993) exam- 
ined workers' choice of pay system and hedonic wage equations for both pay systems 
in a small 1981 sample of harvest Workers (in Tulare County, California)] The aver- 
age schooling level for time-pay workers was 4.9 years, and for piece-rate pay workers, 
4.1 years. They found that the probability of using/choosing the piece-rate system was 
strongly related to the age of the workers, where young and older workers who have 
unproven skills are more likely to choose the piece-rate pay system than are prime age 
workers, holding the expected pay differential constant. The lowest probability of piece- 
rate pay occurred for a 34-year old worker. In the hedonic wage equations, adjusted for 
sample selection, Rubin and Perloff (1993) found that workers' schooling had a small 

positive and statistically significant effect on the time-rate o f  pay wage but not on the 

piece-rate wage. Experience, proxied by age and age-squared, had a statistically signifi- 
cant effect on the wage rate in both pay systems, and the age at which the peak occurred 
was about 39 years. The coefficients were, however, larger by a factor of two for the 
piece-rate than for the time-rate system, suggesting more exaggerated effects of expe- 
rience for the piece-rate than for the time-rate pay system. Hence, these results suggest 
that a worker's pay is not related to his or her schooling when the work is piece-rate, 
but the return is small when it is time-rate of pay. 

In a developing country, transportation and communication are relatively expensive, 
schooling is minimal, and housing in a new location may be difficult to find. Hence, 

7 The authors, however, ignored the possibility that employers of agricultural workers are also making a 
decision about which pay system to offer. This could affect the results [Gibbons (1998)]. 
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workers tend to be less geographically mobile than in the United States, and rural la- 
bor markets less integrated. Rosenzweig (1980) used data from a 1970-71 national 
sample of  rural households in India to examine several labor issues, including hedo- 
nic wage equations for casual workers employed on a monthly or daily basis. In his 
sample, mean schooling of male and female landless workers was 1 year and 0.5 year, 
respectively. The wage equation (adjusted for selection) included individual and local 
village attributes, and separate equations were fitted for men and women. He found that 
schooling of  males had a small positive (3.9 percent) and statistically significant effect 
on their wage, but schooling had no significant effect on the female wage. Also, po- 
tential experience (as represented by age, and age-squared) had no significant effect on 
male or female wage rates. Rosenzweig, however, concluded that human capital vari- 
ables were not significant predictors of the wage rate for casual labor in India, and 
village attributes that affect local labor demand and supply were relatively important. 

For farm or landed households, the effects of schooling on income arise primarily 
from impacts on farm profit or value added and off-farm earnings. 8 In the third subsec- 
tion, evidence was summarized showing that farmers' schooling increased farm profit 
in an environment where technology and relative prices are changing. In other agricul- 
tural environments where technology and prices are not changing, or where farmers' 
schooling is below the permanent literacy level, farmers' schooling seems unlikely to 
have a significant impact on farm profit, value added, or household income. 

Huffman (1991b) provides an extensive survey and critique of  agricultural household 
models that have proved useful for examining off-farm labor supply. In U.S. studies 
of off-farm work, a male farm operator's schooling increases his off-farm wage by 4 
to 13 percent [see Sumner (1982), Jensen and Salant (1985), Gould and Saupe (1989), 
and Huffman and Lange (1989)]. The direct effect of  a male operator's education on 
his off-farm hours, holding his wage constant, has sometimes been significant and pos- 
itive [e.g., Huffman (1980), Lass and Gempesaw (1992)], and, when only the operator 
works off-farm, significant and negative [e.g., Jensen and Salant (1985)], and some- 
times insignificant [e.g., Sumner (1982), Huffman and Lange (1989)]. Given that the 
wage elasticity of  off-farm hours has been positive [an exception is Lass and Gempesaw 
(1992)], schooling of  farm operators who work off-farm makes a positive contribution 
to household income in the United States. 

The effects of schooling on off-farm income of farm households in developing coun- 
tries may be different from those in the United States. In a 1970-1971 national sample 

8 The seemingly perverse effect of farmers' schooling on cost of milk production from the U.S. Department 
of Agriculture 1993 Farm Costs and Return Survey (see Short and McBride, 1996) seems most likely due to 
the way schooling is defined (as dichotomous rather than continuous variable) and the fact that ability or age 
of farmers is not controlled for. Before 1940, ability and schooling completion among rural youth were not 
positively correlated. With some selection on who chooses to operate a dairy enterprise, a seemingly positive 
relationship between schooling and cost should not be taken as evidence that schooling of dairy farmers is 
unproductive. A negative schooling effect on the cost of milk production does not show up in a study using 
later data (see E1-Osta and Johnson 1998). 
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of rural households in India, Rosenzweig (1980) found that an individual's schooling 
and experience were relatively unimportant for explaining wage rates for casua l  labor. 
In his results for landholding households, schooling had a negative and generally sig- 
nificant effect on off-farm work days of both males and females. The implication was 
that farm households can better employ members with schooling on the farm than in 
the casual labor market. In the Philippines, Evenson (1978) found a positive and signif- 
icant effect of a farm husband's market wage on his hours of wage work and implicitly 
on household income. For a 1990 sample of Chinese farm households, Yang (1997a) 
found that an individual's schooling and potential labor market experience have a posi- 
tive and significant effect on the off-farm wage. He also found that the person in these 
households who had completed the most schooling was the off-farm work participant. 
In another study, Yang (1997b) showed that the person having the most schooling in 
these households also made the allocative decisions on the farm. Hence, schooling for 
one person in the Chinese farm households has positive effects on household incomes 
that come from farm and nonfarm effects. 

Given that there are several channels through which education can affect farm house- 
hold income, Huffman (1996a) fitted a reduced-farm household income equation to 
data for U.S. Current Population Survey married couple farm households, 1978-1982. 
He used as explanatory variables the following: husband's and wife's education, hus- 
band's age and race, family size, local labor market conditions, cost of living and loca- 
tional amenity variables, and agricultural input and output prices and climate. He found 
that a husband's and wife's schooling had a significantly positive effect on farm house- 
hold income. An added year of schooling for husbands increased household income by 
1.3 percent, and for wives by about 1 percent. 9 

Overall, the review of the literature has shown that the effects of education on in- 
comes of hired farm workers are mixed. If  hired farm workers work piece-rate, school- 
ing doesn't affect their wage but experience may be important if they can acquire skills 
by specializing in a particular type of work. If they are time-pay wage workers, added 
schooling may have a small positive impact on their wage. For farm household mem- 
bers in developed and developing countries, the impact of schooling on farm profit or 
value added is positive when technology is changing rapidly. In developed countries, 
schooling has been shown to have a positive impact on the off-farm wage and off- 
farm earnings, but in developing countries the results are mixed, e.g., negative in Indian 
Green Revolution areas and positive in China. In developed countries, schooling of hus- 
bands and wives has a positive effect on farm household (net) income, and in developing 
countries, the impact is probably positive. Empirical studies, however, have focused in- 
frequently on the effects of education on household or family income. 

9 However, a similar model fitted to data for nonmetropolitan nonfarm household income gave estimated 
coefficients for husbands' and wives' schooling that were about 60 percent larger than for farm households. 
This model excluded agricultural prices and climate. 
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3. Summary and research gaps 

Economists continue to search for a better understanding of the sources and causes of 
economic growth and development of regions and nations. Schultz (1988) concluded 
that a significant set of studies show strong empirical regularities between the educa- 
tional attainment of a population and their productivity and performance in both market 
and nonmarket production activities. Furthermore, this chapter has shown that a now 
sizeable body of empirical evidence on the effects of education in agriculture has ac- 
cumulated. In particular, the returns to education of farmers increases substantially as a 
country goes from traditional agriculture to modernizing, which itself becomes a contin- 
uing process. First, with modernizing, new technologies are becoming available and the 
economic environment is changing so that enhanced decision-making skills of farmers 
(and possibly other family members) are more productive. Second, when the produc- 
tivity of agriculture increases, the aggregate demand for agricultural labor is reduced 
and the share of the labor force employed in agriculture declines and in other sectors 
increases. All currently developed countries have progressed from ones where a very 
large share of the labor force (over 75 percent) was employed in agriculture [Johnson 
(1997)], but with modernization of agriculture and economic development the share of 
the labor force in agriculture is less than 20 percent (and for the United States only 
3 percent). There is accumulated empirical evidence that individuals' schooling plays 
a very important role in occupational choice (increasing the probability in developed 
countries of working outside of agriculture), migration (more educated individuals have 
greater geographic mobility out of rural areas), and part-time farming (the probability 
of off-farm work by those who remain in farming increases), which are all important in 
reallocating human resources among sectors in a growing and developing country, but 
could contribute to the remaining rural population having little education. 

There is also accumulated evidence that education seems to be a poor private invest- 
ment. First, in casual rural labor markets of low income countries, schooling (and ex- 
perience) does not seem to affect wage rates. In urban labor markets of these countries, 
the returns to education are better. Second, in high income countries, schooling of field 
workers in fresh fruit and vegetable production has a very low return. Some fresh fruits 
and vegetables have large income elasticities of demand, and high quality fresh produce 
is possible only with hand harvesting. Thus, in the United States and some other devel- 
oped countries, there is growth in the demand for relatively unschooled migratory farm 
labor to work on a piece-rate pay system. For the United States, this labor is supplied 
largely by legal and illegal immigrants from Mexico and Central America. Interestingly, 
the accumulated evidence shows that ethnic migration networks or social capital have 
been an effective substitute for migrants' own schooling in being successful in the U.S. 
low-skilled migratory labor market. Furthermore, an assumption that hired farm labor 
and farm operator (and family) labor are homogeneous in agricultural household mod- 
els should be carefully scrutinized. In modernizing agriculture, the assumption is almost 
certainly dubious. 
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It is useful to think critically about the empirical evidence. Schultz (1988) empha- 
sized that outcomes on educational attainment, occupation, location, labor force partic- 
ipation, and social-economic program participation are never random. This opens the 
door to nonrandom selection of comparison groups and potential sample-selection bias 
in parameter estimates of econometric models. Techniques have been developed for try- 
ing to offset sample selection bias, and they have been applied in many of the studies 
reviewed. These techniques are, however, imperfect, and researchers have discovered 
that identification problems sometimes arise in implementing selection correction pro- 
cedures [see Nawata and Nagase (1996) and Heckman (1997)]. The identification prob- 
lem creates another set of serious parameter biases. Researchers must continue to raise 
data quality issues, promote and pursue good experimental designs for new data sets, 
and pursue careful analysis where selectivity is likely to be serious. 

In our empirical research, we use an individual's years of schooling as proxy for his 
or her education, but in the U.S. and in many other countries, the quality of this proxy 
has not been constant over time. Education is really general intellectual achievement 
(GIA), including developed abilities, e.g., reading, writing, doing mathematics, reason- 
ing, and knowing important facts and principles of science, history, and art [Bishop 
(1989)]. These are skills essential for performing many job tasks, the tools for learn- 
ing new tasks, and the foundations upon which much job-specific knowledge is built. 
The production of GIA is multi-factor: school attendance (years completed), quality of 
schooling, quantity and quality of out-of-school learning, the general socio-intellectual 
environment, innate ability, and other things. 

Bishop (1989) summarizes how general intellectual achievement in the U.S. rose 
steadily from 1915 to about 1967. For twelfth (and eighth) graders, GIA went into a 
decline over 1967-1980, equaling 1.25 grade equivalents and a 2 grade equivalent devi- 
ation from trend. Since 1980, GIA of twelfth graders has been increasing again. Thus, 
what a year of schooling completed measures has not been constant over time nor does 
it have a linear trend. Hence, when individuals included in a survey have graduated from 
high school at different times, complex schooling vintage effects may exist, which com- 
plicate using years of schooling completed as a proxy for education in cross-sectional 
and panel studies, and in interpreting the impact of schooling on social-economic out- 
comes. 

This information does suggest that a better estimate of the impact or return of a year 
of schooling can be obtained from U.S. micro-data by including as variables in a re- 
gression equation with an individual's years of schooling his or her year of graduation 
from high school (or grade school, if he or she is not a high school graduate) and a 
dichotomous variable for graduation after 1967. Given the incentive for individuals to 
obtain schooling at a young age and to graduate at approximately the same age, at least 
in developed countries, and that most surveys do not ask about year of high school (or 
elementary school) graduation, we can obtain almost the same information from an in- 
dividual's age. Including as regressors an individual's age rather than date of graduation 
and a dichotomous variable for birth after 1950 contains approximately the same infor- 
mation as the two variables constructed from year of graduation. From the review in 
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earlier sections, recall that human capital wage, labor supply, and adoption equations 
generally include an individual's age (and age squared) as regressors to take account of 
finite life or on-the-job training effects, but production, profit, and cost functions gen- 
erally do not. Hence, estimates of impacts of schooling from the latter group might be 
suspect, i0 

The potential for endogenous or stochastic regressor bias in human capital research 
area is especially high. For example, in some of the off-farm participation and labor 
supply studies, farm characteristics like size (acres operated) and presence of a dairy 
enterprise are used as regressors. Our economic models of farm household decision 
making (for developed countries), however, imply that acres operated, presence of a 
dairy enterprise, and off-farm work participation are farmers' choices (and not exoge- 
nous or randomly assigned). Jointly determined variables are not legitimate regressors, 
even though they seem to have large explanatory power. Similar types of issues also 
arise with farmers' information acquisition and technology adoption and with variables 
to explain migration. The solution seems to be careful economic and econometric mod- 
eling of behavior and outcomes and using instrumental variables for regressors that 
may be stochastic because of endogeneity or serious measurement errors [Green (1997, 
pp. 435-443)]. 

Some research gaps or potentially fruitful research directions exist. First, skilled labor 
and (technologically enhanced) capital services seem to be complements in manufac- 
turing. Agriculture in developed countries is relatively capital-intensive too, but except 
for farm operators' education, no good evidence exists on whether skilled labor and 
capital services are substitutes or complements. Also, empirical evidence is missing on 
the extent to which workers in agriculture are at a disadvantage (or advantage) com- 
pared to workers in other sectors for obtaining productivity gains from greater worker 
specialization, or whether potential productivity gains from specialization differ across 
crop and livestock enterprises. Some large-scale broiler, swine, cattle feed lot, and dairy 
operations seem to have production attributes much like manufacturing plants. A key 
difference between agriculture and other sectors might be differences in opportunities 
to increase labor productivity through larger investments in skill and specialization of 
workers. A closely related issue is how new biotechnology and information systems 
affect the demand for skilled labor in agriculture. 

Second, although farmers' schooling and frequently extension have been shown to 
enhance successful adoption of new technologies in agriculture where heterogeneity of 
land and climate are important factors, a set of related management decisions has been 
largely ignored. They are the joint decisions on technology, information acquisition, 
and risk-bearing methods, and how farmers' schooling affects these choices. In most 
agricultural societies, a wide range of options exist for technologies, information, and 
risk-bearing, but models and empirical analyses have generally focused on only one of 
these outcomes. This limits our ability to learn about successful management strategies 

10 See Bishop (1989) for a methodology for constructing vintage of schooling effects in aggregate data. 
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that farmers use internationally as the technical and institutional environments change. 
It also limits our ability to learn about potentially important public-private substitution 
possibilities in providing information and risk-bearing instruments for farmers. 

Third, general intellectual achievement of elementary and secondary school students 
is produced both through schooling and out-of-school activities, so the total decline 
over 1967 to 1980 in GIA cannot be attributed to a decline in the quality of schooling. 
Huffman (1998), however, summarizes some of the changes in the organization of U.S. 
schooling starting in the late 1960s that undoubtedly contributed significantly to the 
decline in general intellectual achievement of students. He and others have concluded 
that the last 50 years of schooling research provides a weak knowledge base for guiding 
schools and school administrators. Too little is known about the successful organiza- 
tion of schooling for efficient production of general intellectual achievement, and new 
rigorous research is needed. 

Fourth, although it is widely accepted that schooling creates new skills that increase 
workers' productivity in market and nonmarket activities, relatively little empirical re- 
search has attempted to identify the effects of adults' schooling on total farm family 
income net of farm expenses. Farm families in most countries have significant nonfarm 
income, and cash income is used to purchase consumption goods/inputs, schooling, 
and health care. Empirical studies have largely focused on individual pieces of a much 
larger story, e.g., effects on farm gross output, farm profit (value added), off-farm wage 
rates, or off-farm work hours, but this misses some of the important trade-offs that ex- 
ist. Although farm income is notorious for large measurement errors and although farm 
expenses in developed countries generally receive favorable tax treatment, these do not 
seem serious enough to prevent useful research. Given that governments generally invest 
in schooling, research, extension, commodity, and credit programs with some intention 
of increasing farm families' income, it is interesting to ask which of them have been 
successful. Although Gardner (1992) concluded that there is no empirical evidence in 
the literature that U.S. government farm program payments have increased net farm in- 
come, it is important for future research to estimate and compare the impacts of these 
government policies on farm family income. 

Overall, this chapter has summarized the impacts of education in agriculture for sev- 
eral different environments - e.g., developing country, transition economy, developed 
country, technically dynamic, and technically static - and concluded that the impacts 
are positive in some but not all environments. It remains somewhat of a puzzle, how- 
ever, why schooling in developed countries does not have broader direct impacts in agri- 
culture. One hypothesis is that the dominance of agriculture by biological production 
processes which are controlled largely by climate and are land surface-area intensive, 
at least for crop production, greatly limits the potential for raising labor productivity 
through skill acquisition and specialization of labor that is possible in the non-farm sec- 
tor. After reviewing the extensive literature cited in this chapter, one should not miss 
the fact that the dominant effect of education in agriculture of developed countries is to 
aid and assist farm people with education make the transition to nonfarm work and ul- 
timately to full-time nonfarm occupations. This process has important implications for 
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the composition of the population left behind in agriculture and on the optimal financing 
of schooling in rural areas. 
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Abstract 

Three themes are related to women's economic roles in the agricultural household. First 
the unified family as coordinator of production and consumption over a life cycle. Sec- 
ond the role of separability of production and consumption decisions in the agricultural 
household that depends on the equivalence of hired and of family labor. Third Nash- 
bargaining or Pareto efficient collective coordination in the family. Increases in women's 
human capital affects gender bargaining and is closely related to declines in child mor- 
tality, fertility, and population growth, and increases in child "quality" as proxied by 
child schooling and health status. 

JEL classification: Q12 
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1. Introduction 

This chapter takes stock of the methods and empirical findings from economic analyses 
of women's contribution to social welfare and the determinants of their well-being. To 
account for women's roles in the agricultural household, economic research has been 
greatly affected by three steps in the general analysis of the family in the last thirty 
years. First is the conceptualization of the unified family as a coordinator of the produc- 
tion and consumption of a group of persons over an extended period of the life cycle, 
with the household production of consumption commodities for family use constrained 
by the pool of household endowments including time, market prices, and knowledge 
of home production possibilities [Becker (1965, 1981)]. Second is the role of separa- 
bility of production and consumption decisions in the agricultural household, which 
depends on the perfect substitutability of hired and family labor and the adequacy of 
factor markets [Barnum and Squire (1979); Singh et al. (1986)]. Third is the introduc- 
tion of individualistic bargaining or collective coordination of the family that preserves 
the distinct endowments of the individual and the expression of possible differences in 
personal preferences [McElroy and Horney (1981); Chiappori (1988); Lundberg and 
Pollak (1993)]. This third innovation has relaxed the unified family model in different 
ways, and is still being extended and adapted to new problems or forms of game theory 
and econometrics. It has already been used to guide penetrating empirical studies of 
the intrahousehold allocation of resources, and much further work is currently under- 
way. 

The chapter also explores how gender differentials in various forms of human cap- 
ital arise, are sustained, and affect social welfare in different cultural regions of the 
world. Although much of this literature has focused on agricultural households in low 
income countries, many features of the field are not unique to agriculture, though oc- 
casionally issues emerge that are based in the agricultural sciences: effects of crop mix 
and management for the derived demand for male or female labor, the adoption of new 
technologies in agriculture, the degradation of the environment due to overused com- 
mon resources, seasonality, weather as an observable source of risk, etc. One problem 
area in interpreting existing evidence in this field is the variation in the composition of 
families, by which I mean both fertility and the extension of nuclear families to absorb 
other generations and relatives. The consumption, savings, and poverty literatures often 
mechanically normalize away the variation in household composition, or condition on 
this composition as though it were an exogenous constraint, when it is widely believed 
that marriage, fertility, and family extension are choices that respond to the conven- 
tional economic variables of prices, sources of income, and personal endowments. The 
growing numerical importance of female-headed households in many parts of the world, 
and even the differential survival of existing members of the household, are shown to 
be responsive to the relative costs and benefits of different family arrangements and 
compositions. 

Changes in women's earning power compared to men's and children's affect what 
the family specializes in and what other institutions in society, such as firms and gov- 
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ernment, do. Functions where the family retains a comparative advantage may also be 
performed with a changing mix of labor and capital in response to the evolution of 
the wage structure. The secular convergence in productive capacity of men and women 
is a notable development of this century. This narrowing of the gender gap in labor 
productivity is closely associated with the narrowing of the difference between male 
and female adult schooling, and is modified by the improved health and longevity of 
females compared to males [Schultz (1995a)]. Fertility, mortality, and rural-urban mi- 
gration determine population growth in the agricultural and nonagricultural sectors, and 
all of these demographic processes have been shown to respond to the economic pro- 
ductivity of adult males and females, at the household and aggregate levels. Thus, the 
evolving gender differences in human capital provide the best available explanation 
for world patterns of demographic transition, interregional migration, and changes in 
women's participation in the labor force outside of the family [Schultz (1981)]. Yet 
we have only a poor understanding of what has propelled the advance of women's hu- 
man capital in different settings throughout the world. Why have women been left at a 
substantial disadvantage to their male folk in broad parts of South and West Asia and 
sub-Saharan Africa, and what will be the economic consequences on women's roles, 
population growth, and economic development? 

This chapter is structured as follows. Sections 2 reviews the alternative theoretical 
approaches to modeling the determinants of individual and family resource allocations 
and their relevance to the welfare and productivity of women. Section 3 summarizes the 
empirical evidence on how family allocations respond to changes in the endowments of 
husband and wife and other features of the family environment. Section 4 examines two 
attributes of family composition that have received considerable attention: the increased 
frequency of female-headed households and the gender differentials in child survival 
that may be related to women's productive roles in society. Section 5 examines the 
problems of estimating the productivity of women compared with men using either 
wage functions or production functions, and the general policy implications of the social 
externalities associated with increasing the schooling of females. Section 6 concludes 
by reviewing progress made and the challenges that lie ahead in this field. 

2. Models of individual and family economic behavior 

2.1. Individual consumer demands or expenditure systems 

Simple models of consumer demand in a single period generally assume that the con- 
sumer receives (exogenously) a disposable income (I) for a reference period such as 
a year, knows the prices of market goods (PI, P2), and then selects a combination of 
goods (X1, X2) to maximize individual utility: 

u = u ( x ~ ,  x2), (1) 
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subject to the income constraint: 

I = P1X1 + P2X2. (2) 

The decision of how much time to work at a market-determined wage (w) is then incor- 
porated into the consumer's optimization problem by adding leisure (L) to the individ- 
ual's utility function: 

U = U ( X 1 ,  X2 ,  L) ,  (3) 

and a single-period time constraint: 

T = L + H ,  

where T is assumed to be the total time available for all persons in the reference period 
and H is the hours worked in the wage market. Market income then becomes the sum 
of (exogenous) nonearned income (V) and market wage income where the wage is 
assumed independent of hours worked: 

I = V + H w  = P1Xl  + P2X2.  (4) 

The concept of full income (F) introduced by Becker (1965) is the potential income the 
individual could obtain by allocating all of his or her time to wage work: 

F = V + T w  = P1Xl  + P2X2 -~ L w .  (5) 

The equilibrium conditions from maximizing the utility function (3) with respect to the 
full income constraint (5) include: 

M U L / M U x i  = w / P i ,  i = 1, 2. (6) 

The ratio of the marginal utility of time as leisure to the marginal utility of either good 
is equal to the ratio of the market wage to the good's price. If, however, the individ- 
ual spends all of her time in nonmarket activities, called here simply leisure, then the 
shadow price of leisure (MUID presumably exceeds the market wage offer. 

If  the commodity or service that enters the utility function of the individual is pur- 
chased in the market in the form in which it is consumed, such as bread, the above 
model may be satisfactory. But if, alternatively, the commodity or service providing 
the welfare to the individual is produced in the home with market inputs (ih) and own 
time (th), such as might be expected with health, human capital, or children, home pro- 
duction functions (H) might be assumed to describe these technological and biological 
possibilities: 

H -~ H( ih ,  th, e), (7) 
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where e is an individual-specific endowment that increases the home output but is not 
controlled by the individual, and this form of heterogeneity is generally unobserved by 
the researcher and may affect the productivity of the other inputs and time used in this 
and other home production processes. 

This intermediate layer of home production functions, introduced between market 
goods and the commodities from which utility is derived, allows the economist to 
consider substitution possibilities that the home producer may consider in optimizing 
home production [Becket (1965, 1981)]. The individual or family can now adjust con- 
sumer/producer behavior to exogenous changes in market prices, wages, and nonearned 
income along two dimensions: they can adjust the composition of what they ultimately 
consume, including leisure, and they can also modify how these home-produced com- 
modities are produced at least cost, through changes in their input factor proportions, as 
would a market-oriented firm. 

Home production functions are more difficult to estimate than production functions 
that describe technical relationships determining how goods are produced for exchange 
in the market. This is partly because the output of home production is generally not sold 
or quantified, and thus the shadow value of such a nontraded commodity may differ 
across households. For example, the shadow value of a child to one mother may not be 
the same as to another, because there is no relevant market, and individual preferences 
(and fecundity) will vary. 

In many types of home production, such as the formation of human capital in chil- 
dren, productive endowments of the individual influence input productivity and there- 
fore possibly influence parent allocation of inputs across family members. If these innate 
endowments are not observed by the researcher, as denoted by e in (7), direct estimation 
of the marginal productivity of home inputs by regressing H on I and t are likely to 
yield biased indications of their technological contribution or productivity because the 
input e is omitted from the estimated home production function. For example, Becket 
hypothesizes that "ability" of a child increases the private rate of return to schooling a 
child [Becker (1967, 1981); Becker and Tomes (1979)]. If parents then allocate more 
schooling to their more able children, the direct association between schooling and pro- 
ductivity of the children would overstate the returns to schooling, other things being 
equal [Griliches (1977)]. In attempting to estimate the home production function (7), 
the relationship among observable inputs and outputs will tend to be biased by any cor- 
relation between the individual endowment and the observed market and time inputs, 
which violates the standard estimation assumption that the inputs are independent of the 
disturbance in the output equation. In household production of children and health hu- 
man capital, variation in the biological endowments of the couple and children can be of 
substantial importance. The technical marginal product of inputs can then be seriously 
misunderstood [Rosenzweig and Schultz (1983); Schultz (1984)]. A parallel problem 
arises in attempting to estimate the effectiveness of contraception on controlling fertil- 
ity, when the choice of birth control is informed by the couple's partial knowledge of 
their fecundity or likelihood of conception given their observed input behavior [Rosen- 
zweig and Schultz (1985, 1989)]. 
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2.2. Multiperson agricultural fami ly  and household demands 

Issues of allocation and decision-making become more complicated when more than 
one individual is involved. In reality individuals will differ in their preferences for 
goods and services and what they can contribute to the welfare of the group. Most 
of the research on households and the family has been based on the convenient work- 
ing assumption that families or coresidential groups have identical preferences or one 
individual dominates the allocation process and consults his, or her, preferences in de- 
termining an optimal solution. As a consequence, a stable scheme for the ordering of 
alternatives is arrived at for the group. In other words, the group is treated as if it were 
an individual. Because the members of families and households tend to differ in their 
productive capacities and personalities, as they do in sex and age, households are not 
likely to be made up of identical individuals. That leaves us with the "dominant dic- 
tator" model as the remaining, least implausible, conceptual foundation for the unified 
family/household decision-making unit. In the next two sections of this paper some 
alternative approaches for treating the conflicting interests of family members are re- 
viewed and their distinct and testable empirical predictions explored. 

These non-unified approaches to household decision-making build on an explicit or 
implicit bargaining process taking place within the family; they assume either that in- 
formation is shared symmetrically between cooperative individuals, which then tends 
to lead to allocations which are Pareto efficient, or that private information is not shared 
and is hence asymmetrical, with this failure of coordination leading to inefficient alloca- 
tions across the household members. This is an area of recent methodological progress 
and an active focus for the new empirical research on family behavior [e.g., Haddad 
et al. (1997)]. It is accordingly emphasized in this chapter, but two things should be 
recalled. First the unified household model of Becker (1965, 1981) provided a fruitful 
general framework to guide research on the division of labor within the family, and the 
main conclusions drawn in that literature have not yet been called into question by the 
newer alternative approaches for interpreting family behavior. The exception may prove 
to be West Africa, where individuals privately manage their own agricultural plots with 
limited coordination or pooling of resources at the household or family levels [Jones 
(1983, 1986); Udry (1996)]. Even in this instance, subsequent samples from neighbor- 
ing regions do not confirm that Burkina families fail the test of Pareto efficiency in their 
allocation of labor by plot [Akresh (1999)]. Second, documented differences in con- 
sumption among persons in the household or family can be interpreted as suboptimal 
only after researchers specify criteria for optimality [Haddad and Kanbur (1990)], such 
as calorie distribution between persons within the household. But in this case of calo- 
ries, for example, the "needs" of individuals may actually be endogenous, to the extent 
that they vary by the choice of type and amount of work engaged in by individual fam- 
ily members [e.g., Pitt et al. (1990); Higgin and Alderman (1997)] or due to sources 
of unobserved heterogeneity, such as morbidity and weight. Evidence is only beginning 
to amass that the error introduced by neglecting intra-household bargaining changes 
important policy conclusions or alters preferred agricultural development strategies, al- 
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though the reach of these new approaches to family decision-making is only beginning 
to be explored [Strauss and Beegle (1996)]. 

A second significant feature of the agricultural family is the combined functions it 
performs of producing agricultural output and coordinating consumption and labor sup- 
ply of its members [Barnum and Squire (1979); Singh et al. (1986)]. It is commonly 
assumed in such an agricultural model of the family that hired and family labor are 
identical in production, and that the labor market is perfect in providing the family 
with both a source of jobs for any excess supply of family workers it may have beyond 
the profit-maximizing labor demand on its own farm, and a source of hired labor for 
any shortage of family labor to meet its farm's production requirements. This assump- 
tion of separability allows the optimization problem facing the agricultural family to 
be solved in a two-step process. First, farm outputs and inputs are determined to max- 
imize farm profit. Second, the family maximizes its unified utility to determine how 
much family labor supply is allocated to farm and off-farm activities, and how much 
labor is residually hired to satisfy farm labor input requirements [Barnum and Squire 
(1979); Singh et al. (1986); Pitt and Rosenzweig (1986); Benjamin (1992); Maluccio 
(1997); DeSilva (1997)]. Without this form of complete and competitive factor market 
for family and hired labor, the production and consumption decisions would have to be 
made jointly and they could yield different results from those arrived at by the simpler 
two-step process. Testing explicitly for this form of separability has not yet produced 
strong empirical evidence rejecting the simplifying restriction. Risk and uncertainty as 
well as dynamics in the sequencing of labor and other inputs can complicate separa- 
bility greatly [Roe and Graham-Tomasi (1986); Skoufias (1993a, 1993b, 1996)], as can 
other interlinked factor markets, such as those for credit. Specific parameterizations for 
the profit and family utility functions can be postulated and simulated to trace out the 
consequences of market failures [de Janvry et al. (1991)]. But these are not, in my view, 
empirical tests of separability. 

Yet it seems likely that there are activities where hired and family labor are not good 
substitutes, perhaps because of differences in relevant skills and farm-specific manage- 
ment experience, or because incentive and monitoring costs differ in these tasks for 
family and hired labor. For some special tasks hired labor can be paid according piece 
rates, as may occur in the case of harvesting, to reduce the cost of monitoring labor. In 
performing other tasks, family altruism and sharing in final output might provide family 
labor with better work incentives than can be readily offered hired labor, and then in 
these tasks family labor would have an efficiency advantage. Even when disaggregated 
tasks are studied separately by calendar period of the crop cycle, Maluccio finds only 
a few instances in the Bicol Province of the Philippines where separability is rejected. 
Pitt and Rosenzweig (1986) and Benjamin (1992) also cannot reject separability among 
the Indonesian rural families they analyze. One could imagine that in societies in South 
Asia where it is less common (or socially acceptable) for adult women to work outside 
of their own family farm, separation would not hold. But in rural India in 1969-1971, 
families that were relatively short of land and well endowed with female labor did not 
appear to employ more than the profit-maximizing level of female labor on their own 
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farm. In other words, when both the land and labor markets were modeled jointly, fam- 
ily farms appear to be efficiently allocating their own and hired labor (and land) in 
a manner that could not be statistically shown to be inefficient due to labor market or 
family imperfections [Seavy (1987)]. Agricultural production functions estimated at the 
district level for India suggest that family and hired labor may exhibit different produc- 
tivity and may deserve to be treated as separate inputs, although this has proven difficult 
given the extent of gender segregation of agricultural tasks [Deolalikar and Vijverberg 
(1983); Laufer (1985)]. Where factor markets appear to be least well developed, as in 
sub-Saharan Africa or parts of South and West Asia, nonseparability in hired-family 
labor markets is still anticipated by some development economists and these problems 
are probably more severe for female labor than for male [de Janvry et al. (1991)]. 

2.3. Intra household allocations and bargaining 

The unitary model of household resource allocation is based on the maximization of 
a single household welfare function subject to a time and resource budget constraint 
and home production technology, taking as given market prices and wage opportunities. 
Samuelson (1947, 1956) elaborated on the implausible assumptions required for aggre- 
gation of individual preferences to deal with family or household choice in a form that 
would satisfy the axioms of individual consumer choice. Arrow (1951) went so far to 
as prove the impossibility of consistently aggregating the preferences of agents for the 
purposes of systematizing choices made by social units such as the family. Nonetheless, 
with the palpable importance of the family in coordinating consumption and labor sup- 
ply behavior, the unitary model of the family [Becker (1965)] has been often used to 
combine in a single model the process determining household consumer demands and 
labor supply, allowing for cross effects of the shadow wage rates of all family members 
to affect all of their labor supply choices [Mincer (1963); Kosters (1966); Heckman 
(1971); Ashenfelter and Heckman (1974)]. 

Because the unified model of family behavior does not explicitly deal conceptually 
with how families aggregate the welfare of individual members to guide its decision- 
making and to determine the distribution of consumption and welfare among members 
within the family, the unified model of the family has not shed much light on how 
individual and family resources affect the welfare of persons within the family. This 
failure to study the intrafamily distribution of welfare cannot be entirely attributed to 
the lack of a theoretical framework, for reduced-form models can be readily estimated 
for this purpose. Although it is easy to conceive of "private consumption goods" in the 
family, it is more difficult to measure empirically forms of "assignable consumption", 
such that one person's consumption of a good can be readily monitored and would not 
raise (or lower) the utility of other family members. Human capital, assuming it can be 
valued and quantified, may be such a private or assignable good, if it has no externalities 
beyond the economic agent in whom it is invested. With the family ascribed a central 
role in financing (savings and transfers between possibly altruistic generations) and 
coordinating human capital investments in children, the allocation of human capital 
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investments among children may provide an empirical window through which to take 
stock of an important aspect of the personal distribution of welfare within the family 
[e.g., Thomas (1990, 1994); Strauss and Thomas (1995)]. 

Schooling and education were the first forms of human capital to be studied across 
children within a family, and more recently height and weight for age have been an- 
alyzed as indicators of long-run nutritional and health status, expected longevity, and 
productive capacity [Fogel (1994); Strauss and Thomas (1995)]. Becker's (1965, 1981) 
approach to the gains from marriage emphasizes cumulative returns to individual spe- 
cialization in time allocation in the household, and imperfect substitution of the labor of 
one for another family member in either or both market and nonmarket production. The 
market earnings or income of the individual is not synonymous with the individual's 
welfare or endowment brought into the family, because earnings reflect the endogenous 
choice of labor supply that depends on technology and preferences, as well as the en- 
dowments and wages of all family members and market-determined exchange prices. 

Becket (1981) extends his framework further to deal with the utility of different gen- 
erations. He continues to assume that a single altruistic decision-maker takes account of 
the separable welfare of each of his offspring, in the form of subutility functions. Two 
additional strong assumptions are introduced: that the parent decision-maker maximizes 
the present discounted value of the family's consumption, and that the parent prefers 
to equalize the lifetime consumption opportunities across his or her children, despite 
differences in innate ability and market productivity among children. It is further as- 
sumed that this innate source of heterogeneity among children interacts positively with 
the internal rate of return these children earn from a given human capital investment, 
and that initial human capital investments yield economic return in excess of market 
borrowing costs, so all parents want to invest in some human capital for each of their 
children. Becker and Tomes (1979) elaborate why parents in this framework, guided 
by efficiency, would invest differentially in the human capital of their children until the 
returns on these marginal investments fell to the parents' financial cost of borrowing. At 
that point, further transfers to children from parent would all take the form of nonhu- 
man capital, and thus earn the same market return. These additional nonhuman capital 
transfers would be allocated to equalize lifetime consumption opportunities across all 
children, and thus advance the parent's equity goal. This wealth maximization model 
implies parents compensate in their allocation of nonhuman capital transfers (both dur- 
ing their lifetime and in the form of bequest at death) for innate child endowments, 
whereas they reinforce these innate child endowments in their allocation of human cap- 
ital investments. 

If the borrowing costs for parents to invest in their children's human capital vary sub- 
stantially due to differences in the parents' collateral, only the relatively rich may make 
the optimal human capital investments in all of their children and still have enough re- 
sources left to equalize the consumption opportunities of their offspring through further 
transfers of nonhuman capital. The rich parents will be able to achieve both efficiency 
(i.e., wealth maximization) and equity (i.e., equal lifetime consumption for all their chil- 
dren), whereas some poorer parents will presumably have to sacrifice one goal for the 



Ch. 8: Women's Roles in the Agricultural Household 393 

other due to their constrained access to credit. Behrman (1997) reviews these and other 
aspects of Becker's wealth-maximizing parent's solution for intergenerational transfers. 
The empirical evidence has been mixed on whether parents do actually reinforce innate 
endowments of their children through their human capital investments. There is also 
little evidence in the United States, and few studies elsewhere, to suggest that bequests 
of parents to their children are disproportionately larger for children whose earnings or 
education are less than the average of siblings. Indeed, the most common pattern is for 
equal bequests, but this does not address the possibility that parents may make trans- 
fers before their death which partially or wholly compensate the child whose lifetime 
earnings are relatively lower than her siblings. 

An alternative specification of the intergenerational family utility function proposed 
by Behrman, Pollak, and Taubman (BPT) (1982) assumes that human capital and non- 
human capital transfers to children from the parent are separable in the parent's utility 
function, and therefore the parents may not treat the two mechanisms for increasing a 
child's consumption as necessarily equivalent. It is also a goal of the BPT framework 
to permit parent preferences toward wealth maximization and inequality aversion in 
children's consumption to vary and these basic preference parameters of parents to be 
estimated from intergenerational bequest and transfer data. 

To make their framework empirically tractable, BPT assume a constant elasticity of 
substitution functional form for the utility function and a Cobb-Douglas household pro- 
duction function to create the child's human capital. The utility function that aggregates 
the lifetime earnings capacity (E) of the children is assumed to exhibit a constant elas- 
ticity of substitution between children, or in the case of two children: 

v(e , ,  e2) = ( ,ef +  2E;) ' / ; .  (8) 

Equal concern with child 1 and 2's earnings implies ~1 = oQ, and - e c  < p < 1 repre- 
sents aversion to inequality, where p = - e c  implies Rawlesian preference for always 
increasing the earnings of the less productive child, and p = 1 implies no inequality 
aversion or a purely investment strategy in maximizing aggregate family net worth. 

The child's lifetime earnings (E) is produced by a Cobb-Douglas production func- 
tion with the arguments being/z, the child's innate endowment, Y the years of schooling 
received, and X the resource intensity per year of schooling (or school quality): 

E i  #)'Y~X y, i = 1, 2. (9) i i i 

First order conditions from maximizing utility subject to the production function and 
budget constraint implies that the relative years of schooling provided two children will 
be the following function of their relative earnings: 

Y1 / Y2 : (Oil/or2) (El/E2) ~. (10) 
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Solving for reduced forms for the relative earnings or schooling of the children, one 
obtains: 

Y1 / Y2 ---- (o~l/or2) 1/(1-@) (t£1/iz2)~.p/(1-@), 
E1/E2 = (~1/c~2) */(1-*p) (t* 1/ht2) U(1-@), 

(11) 

(12) 

where 3 = fi + g. But the reduced forms are in terms of the endowments of the chil- 
dren which are generally not observed, so data are used to fit the first order condition, 
where earnings and years of education are observed for the children [Strauss and Beegle 
(1996)]. 

This framework is also applied by Behrman (1988) to analyze health investments in 
nutrition of boys and girls in Indian agriculture [E. Rose (1995)], and extended to con- 
sider how the parameters differ between the lean and surplus seasons in agriculture in 
low income countries [Harriss (1990); Strauss and Beegle (1996)]. One could imagine 
that parents would demand more equality in the surplus season after the harvest. Other 
intertemporal variations might be investigated in periods of famine or crisis [Agarwal 
(1991, 1994)]. Some have found in periods of extreme food scarcity that female child 
mortality increases more than male mortality, as documented in the famine in China 
from 1959-61 following the "great leap forward" [Aird (1983)]. Consumption smooth- 
ing that shelters human capital accumulation in the form of child health and schooling 
behavior should also be less constrained by credit for rich parents than poor, if the rich 
have more collateral [Jacoby (1994)]. Foster (1995) found that during serious floods in 
Bangladesh in 1988 the landowners were better able to protect their children's nutri- 
tional status from the severe shocks of food shortages than were the landless laborers. 
But differentials by the sex of the child in this form of consumption smoothing behavior 
did not appear significant [Foster (1996)]. 

It may not always be the case, however, that increasing wealth leads to a reduction 
in inequality among children, or more specifically between boys and girls. Studies have 
suggested that in parts of rural India, Green Revolution gains in agricultural productivity 
have in some regions led to a reallocation of women's time toward home production in 
landowning households, as women's participation in off-farm work has diminished, and 
fertility has remained high [Mukhopadhyay (1994)]. If  women realize smaller produc- 
tive gains from education in home production than in the market, this change in family 
time allocation could even reduce the incentives for women to receive more education. 
Although female education has not declined in India, progress in increasing female av- 
erage levels of schooling has been slower than in most other regions of the low income 
world [Schultz (1987, 1995a, 1996)]. 

Some studies do not find a correlation between the education of women and house- 
hold agricultural productivity or income. For example, an empirical analysis of data of 
about a thousand rural households in Pakistan collected from 1986 to 1989 included 
several dozen input and family background variables to estimate crop production func- 
tions and household income functions. Household averages for six male and six female 
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human capital variables were included, and female education was insignificantly par- 
tially related to both outputs and income. Average female education in the sample is, 
however, 0.6 years compared with the male mean of 3.7 years. Having already con- 
trolled for female health status, test scores, and parent background, it is not surpris- 
ing that female education is not partially related to crop outputs, livestock income, or 
nonfarm income [Fafchamps and Quisumbing (1998a)]. More wealthy rural families 
may withdraw women from agricultural tasks, and employ them in household produc- 
tion for which the outputs are generally not counted in income.l Studies of India have 
also found more educated rural women are not necessarily more likely to work in agri- 
culture, and improvements in household income related to the. Green Revolution can 
even lead landowning households to reduce the labor force participation of their wives 
[Mukhopadhyay (1994); Unni (1993)]. A national panel study of rural Indian house- 
holds finds that women with more than a primary education do not work substantially 
more time in the labor market [Behrman et al. (1997)]. 

In extensions of the unified household production function approach to estimating 
reduced-form demands for time allocation, demographic behavior, and demands for 
market goods, it is not typically possible to recover the basic parameters of the un- 
derlying utility function of parents or the technology parameters of the human capital 
production functions, as in the more restricted BPT framework. Nonethelessl one can 
assess which factors in the family endowments and constraints affect the gender gaps 
in human capital formation or intrahousehold inequality in the general neoclassical uni- 
fied household production model [Rosenzweig and Schultz (1982b); Pitt et al. (1990); 
E. Rose (1995)]. If  innate endowments of children can be measured, then it is also possi- 
ble to assess whether parents reinforce or compensate for differences in the endowments 
of their children. 

However, the unitary approach maintains the idea that one member dictates and en- 
forces allocations within the family, and that he is a benevolent altruist with sufficient re- 
sources to coordinate the behavior of other family members [Becker (1981); Bergstrom 
(1997)]. While this unified regime may be a reasonable approximation for describing 
some aspects of family behavior, it would seem more realistic to relax the model, if 
that modification is not too costly. Conflicting personal preferences for outcomes could 
affect both the intrahousehold allocation of productive resources and the distribution of 
consumption that determines personal well-being, as well as affect who finds it in their 
interest to be in a family versus alone, and the composition of that family. 

1 This common pattern in traditional agricultural populations where there are few nonmanual jobs for women 
in the rural sector can be formally interpreted in terms of the standard family labor supply model in which the 

husband's cross wage and wealth effects on the woman's market labor supply are negative and outweigh the 
positive impact of her own wage effect associated with her increased education [Schultz (1981); Alderman 

and Chishli (1991)]. It is also not uncommon to find that wage rates in casual day labor do not increase notably 
with the education of the worker, whether male or female. The returns to schooling for a worker in agriculture 
tend to be realized by a farm manager or farmer, who makes aUocative decisions that may be better informed 

if he or she is better educated [Welch (1970)]. In Africa and Southeast Asia where women do farm on their 
own, they are noted to reap private income returns to schooling at much the same rate as do men [e.g., Moock 
(1976)]. 
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2.4. Collective Pareto-efficient and sharing rules households 

The collective household models [Chiappori (1988, 1992, 1997)] are in one sense a 
return to building on individual decision-making models, but they preserve Pareto effi- 
ciency for the group which is generally associated with cooperative solutions of a mar- 
ket or bargaining process in which information is shared between the agents, or with 
situations involving repeated games, where there are private opportunities for learning 
and hence opportunities to avoid inefficient outcomes. 

Browning et al. (1994) show that when the household is Pareto efficient then its ob- 
jective function can be written as a weighted sum of its member's utilities, or for a 
two-adult household that would take the following form: 

maxtzUA (X A, X B) 4- (1 -- Iz)uB ( x  A, xB),  

subject to p(X  A + X B) = Y, 
(13) 

where U i is the utility of family member i, i = A, B, X i is the private consumption of 
individual i, and # is the welfare weight of the member A in the household, such that 
the weights sum to one across member A and B. The sharing rule summarized by/x is 
itself affected by prices (p) and total household income (Y), and possibly other vari- 
ables such as the individual's earnings opportunities which could influence the person's 
reservation utility - that is, the utility she might expect in some alternative family living 
arrangement. 

Demand functions can be expressed conditional on the sharing rule: 

X i = f ( p ,  Y, ~(p, Y)), (14) 

and reduced-form demand functions are obtained by substituting out the sharing param- 
eter: 

X i =  g(p,Y) .  (15) 

Browning et al. (1994) show that empirically testable restrictions on g(.) can be ob- 
tained that are similar to the matrix of income-compensated responses to prices and 
wages obtained in the unitary demand model, i.e., Slutsky equations [Strauss and Bee- 
gle (1996)]. A two-stage decision process is proposed that restricts the value function 
to be weakly separable: 

WA(VA(VA), U"(X")). (16) 

Egoistic (selfish individual) behavior that assigns no weight to a partner's utility is 
nested in this formulation. If a specific amount of income, ~b, is allocated to member 
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A, and Y - q5 income to B, then each person maximizes their utility function subject to 
their income constraint, and conditional demand functions can be written as follows: 

X i = X ( p ,  49). (17) 

The ratio of the marginal propensity to consume a good with respect to changes in the 
incomes of  the two individual incomes should be the same across all pairs of  goods, for 

example k and j :  

o x k / o Y  A o x J / o Y  A 

o x k / o y  B o x J / o y  B" 
(18) 

In the unitary household model  this ratio is unity. In the collective model  the ratio rep- 
resents sharing weights that correspond to the individual 's  relative command over re- 
sources or potential income. /z  and ~b are functions of p,  Y, tastes and individual income 
opportunities and assets, as well as what McElroy and Horney (1981) call extra environ- 
mental parameters (EEPs) that affect an individual 's  welfare outside of this family, such 
as applicable divorce laws [Peters (1986)], welfare policies for single mothers [Schultz 
(1994b); Lundberg et al. (1997)], extended family support networks [Cox and Jimenez 
(1990)], and the local ratio of marriageable males to females [Chiappori et al. (1997)] 
which might alter the reservation utility of  being a member  of  the family. In the unitary 
model  only p,  Y, and tastes influence household demands, but in the collective model  
individual endowments and alternatives (EEPs) can influence demands or explain out- 
comes dependent on the family bargaining process. 

If  goods are assignable to either the husband or wife (and are observable), and sepa- 
rate exogenous incomes are attributable to these individuals, then the sharing rule may 
be derived across estimated household demands. Moreover, the restriction that the shar- 
ing rule is constant across pairs of  commodit ies  is then testable in estimating the system 
of  demand equations as shown in (18). 2 

The test of  the sharing rule 's  constancy across pairs of commodit ies  reported in the 
paper by Browning et al. (1994) relies on women's  and men's  apparel expenditures for 
a sample of  Canadian couples who are purposively selected to both work for wages and 
have no children. The test relies on earned income of  the woman and man to influence 
the income-sharing parameter  ~b. A wife 's  clothes are assumed not to influence a hus- 
band 's  utility, and thus satisfy the separabili ty requirements of the utility function, and 
vice versa. The earnings of  the wife must be exogenous and not reflect her labor supply 
decision, and more specifically, working more time in the labor market  may not affect 

2 Errors in the measurement of the nonearned income of the individuals, yA and yB, may differ. But due 
to the ratio form of Equation (18) used for testing of the constancy of the sharing rule, the attenuation bias 
introduced by such measurement errors would cancel out across different commodities, k and j, and not affect 
the estimated ratio or the test of the ratio's constancy across different pairs of commodities. See [Thomas and 
Chen (1994)]. 
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her requirements for more and more expensive clothes. These are strong assumptions 
and they lack realism, and the specially selected sample weakens further how one is 
to interpret the empirical evidence. But the paper illustrates how the collective model 
can be used to motivate more compelling empirical tests in the future of the cooperative 
structure of the family. 

The framework has been extended to include labor supply by Chiappori (1992), al- 
though that requires the observation of the husband's and wife's nonearned income 
to influence the sharing rule [Fortin and Lacroix (1997)]. If  home production is added 
[Chiappori (1997); App s and Rees (1996, 1997)], other restrictions are required, such as 
constant returns to scale of household production and no joint production, just as Becker 
(1965) assumed originally in his unitary household production model. Marriage match- 
ing [Chiappori et al. (1997)] can also be incorporated into the framework, where the sex 
ratio of marriageable males to females is specified to affect the sharing rule between 
married couples. The use of the sex ratio to affect marriage gains was first empirically 
explored by Frieden (1974) employing Becker's (1974) theory, and has subsequently 
been analyzed by Grossbard and Shechtman (1993). The ratio of marriageable males 
to females in a suitably defined marriage market (i.e., homogeneous in demographic 
characteristics and region of residence) should have opposite signed effects on marriage 
rates of men and women, and presumably displace their reservation utility, and hence 
affects their bargaining power within marriage [Chiappori et al. (1997)]. If  the distribu- 
tional sharing rule is contracted on entry into marriage, and is thereafter binding, then 
the sex ratio at the time of the marriage should be the relevant constraint to a household's 
current sharing rule and resulting demand behavior. 

Another way to approach the intra-family allocation process is to prescribe how the 
surplus in benefits produced by a marriage is distributed between spouses. One specific 
framework is the symmetric Nash (1953) bargained solution. The two members are 
assumed to maximize the product of the individual gains from the marriage in excess of 
their reservation utilities outside of the union: 

max[Ua(p, ya,  y B, V A, V B ) - - u R A ( p , y  a, VA,EppA)] 

x[UB (p, yA, y B, V A, VB) - URt~ (p, y 1~, Vt~,Eppt~) ] 

subject to y a q_ y B + V A + V B = y, 

(19) 

where V i refers to the nonearned income of individual i, i = 1, 2, and EEP i are param- 
eters that affect the i th individual's reservation utility U Ri. The Nash solution has many 
attractive features and some disadvantages. The main limitation to the Nash solution is 
that it focuses on only one, relatively arbitrary, Pareto efficient allocative solution. This 
solution is also motivated by the concept of a threat point, linked in most discussions 
to divorce or leaving the union. That extreme irrevocable threat may seem unreason- 
able for many stable marriages that are not currently near the margin where dissolution 
would be preferred by either partner. On the other hand, the simplicity of the Nash- 
bargained setup [Manser and Brown (1980); McElroy and Homey (1981); McElroy 
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(1990)] opens the door to consideration of conflict within families as an intermediate 
process affecting observed household behavior. The notion that marriages might oper- 
ate as a cooperative game with extensive sharing of  information is not an unrealistic 
starting point for analyses of  intrahousehold allocations. Many more complex setups 
which involve repeated games may also lead, in the long run, to solutions which closely 
resemble Nash-bargained solutions. 

The unitary model  implies that the distribution of  nonearned income between spouses 
should not affect consumption behavior. Rejecting empirical ly this implication of  re- 
source pooling within the family does not immediately support one over another model  
of  nonunitary family behavior, but it reinforces the search for alternatives to the unitary 
model, including possibly the Nash-bargained model  [Schultz (1990b); Haddad et al. 
(1997)]. However, it is not satisfactory to examine spousal-specific earnings as a proxy 
for partner "bargaining power",  because earnings depend upon labor supply, which is 
typical ly viewed as endogenous to the household 's  demand system. The shadow wage 
of the husband and wife might  appear preferable, but this measure of  the opportunity 

value of  spousal t ime may also influence home production in the unified family model  
and reflects the impact of life cycle specialization in market and home production by 
spouses, and thus is contingent on their endogenous expectations regarding the perma- 
nence of  the union. Moreover,  to exclude, as Browning et al. (1994) have, "couples 
who were not both working for a wage in the labor force" may in all l ikelihood intro- 
duce sample selection bias. To correct for such a bias and be able to impute the shadow 
value of  t ime to those who are not currently working for a wage would require the 
imposit ion of  additional structure in the model, as will be discussed later. Of course, 
even nonearned income may be related to past savings and accumulation behavior that 
could differ by market  and home production specialization, and thus be endogenous 
in this setting. However, I know of  no systematic empirical evidence of a simultaneity 
bias between nonearned income and household demand behavior. Indeed, the empiri-  
cal evidence preponderantly shows that wage labor supply is negatively associated with 
nonearned income, as would be expected if  nonearned income were exogenous in the 
simple labor supply model. 3 

3 Critics of this empirical approach tend to reject a priori the exogeneity of noneamed income, because it 
could reflect savings which might in turn be related to preferences for labor supply, leading to the expectation 
that nonearned income would exhibit a positive partial correlation with labor supply, whereas most studies 
find a negative correlation as expected for an exogenous "income effect". Of course, identification of these 
models of family bargaining would be more satisfactory if a variable were observed that accounted for a 
substantial share of the individual variation in nonearned income within and across households, and this 
variable were theoretically independent of all other individual and family constraints and tastes that might 
otherwise influence household demand behavior. What is needed are random social experiments that affect 
the resources of husband and wife independently, but they appear, unfortunately, to be rare. Yet with these 
refined models in hand, empirical research should proceed to design and measure more satisfactory variables 
determining the "threat points" of family members, such as inheritances or dowries in certain systems of 
family property rights. 
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There is an implicit sense in this literature that the "threat point" in the family bar- 

gaining model is the reservation utility the individual could expect to receive outside 

of the marital union if the union ends or, in other words, if divorce occurs. But Wool- 

ley (1988) and Lundberg and Pollak (1993) propose a different interpretation to the 

marital bargaining process. They introduce an intermediate noncooperative state before 

divorce is reached which is maintained on the basis of socially sanctioned gender roles 

and a customary division of labor within the household. For example, women may re- 

main responsible for child care while men maintain responsibility for providing income 

for the purchase of certain market goods. This noncooperative equilibrium might be 

adopted before the costs of union dissolution or divorce are incurred. One empirical 

implication of this "separate spheres" model of marriage bargaining is that changing 

the recipient of a government's child support payment between the parents is likely 

to affect the couple's relative bargaining power and thereby influence the household's 

allocation of consumption, if the parents have different preferences over alternative ob- 

served forms of consumption. In the United Kingdom, child payments were redirected 

in 1990 from fathers to mothers, and expenditures on children's apparel or women's ap- 

parel, relative to the expenditures on men's apparel, increased [Lundberg et al. (1997)]. 

However, relabeling a transfer program may in itself change how it affects consump- 

tion patterns. Kooreman (1998) found in the Netherlands when "family assistance" was 

relabeled a "child payment", it also was associated with an increase in expenditures on 

children's apparel. But these differential effects of the child payment relative to the ef- 

fect of other sources of income on children's apparel were the same in female-headed 

households as in two-parent households, raising doubts about the importance of differ- 

ences in preferences between mothers and fathers to explain the change in consumption 

in the U.K. 

There remains relatively little strong direct evidence that preferences of mothers 

and fathers differ with regard to child consumption, holding technology and endow- 

ments constant, but many suggestive empirical studies find increments to women's 

resources are associated with increased child health and well-being [Fuchs (1988); 

Thomas (1994)]. One straightforward test of the unified family model remains, however, 

that in a unified family nonlabor income is pooled. Additional restrictive assumptions 

are required to construct tests to evaluate the Pareto efficiency of intrahousehold alloca- 

tions. Portraying the family as a noncooperative bargaining unit may be plausible when 
coresidence ends in divorce and the public-good-character of children is modified by 

rules of child custody. Before that stage, the challenge remains to show inefficiency due 

to the "separate spheres" equilibrium. Evidence of family inefficiency emerges from 

analyses of the allocation of farm production inputs, but not yet clearly from the study 

of intrahousehold consumption patterns, which depend critically on the observability of 
private goods [cf. Udry (1996)]. 
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3. Empirical regularities 

3.1. H o w  f a m i l i e s  a l loca te  resources  

Evidence has gradually accumulated in the last decade that challenges the strict for- 
mulation of the neoclassical unified family demand model [e.g., Becker (1981)]. Mod- 
els of bargaining that are less restrictive have therefore been developed, as discussed 
above [Manser and Brown (1980); Haddad et al. (1997)]. First, there is the cooperative 
Nash-bargained solution (Equation (19)), and then more general cooperative sharing 
rule models (Equation (13)) that allow partners to choose intrahousehold allocations 
from among a wider range of Pareto efficient possibilities [Chiappori (1988)]. Nonco- 
operative bargaining models generally presume the existence of asymmetric informa- 
tion, which is reasonable in some cases, such as child support and divorce settlements. 
They represent a less well defined framework within which to analyze family decision- 
making, and provide an explanation for outcomes that are not Pareto efficient [Lundberg 
and Pollak (1993); Jones (1983, 1986); Udry (1996)]. However, few widely accepted 
empirically testable predictions distinguish between noncooperative schemes, though 
many extensions of game theory have not yet been adapted to the study of household 
behavior. The goal here is to describe the initial modeling efforts that have added flex- 
ibility to the neoclassical family demand model by dealing with the possibly distinct 
interests and separate resources of family members. The model may also allow for a 
partial pooling of resources, rather than the complete pooling as assumed in the unified 
family demand model. For example, husbands and wives may appear to pool resources 
and consistently coordinate their use of time only during that period of the life cycle 
when they have young children at home [Schultz (1981); Lundberg (1988)], or parents 
may pool resources but other coresidential relatives in the household maintain their own 
separate finances. 

Consider, for example, how the individual supplies labor. It is generally assumed that 
increases in nonearned income increase the demand for leisure and nonmarket time and 
reduce time supplied to the labor market. As this framework is adapted to analyze the 
labor supply behavior of wives and then other family members [Mincer (1963); Kosters 
(1966); Heckman (1971)], the leisure of each additional family member is added as an 
argument to the family utility function, but the family's nonearned income is simply 
pooled. This unified approach to family demands and labor supply consequently as- 
sumes that the demand effects of nonearned income would be identical regardless of 
the individual's status in the family, or that the distribution of the nonearned income by 
personal source would not affect family coordinated demand and labor supply behavior. 
Situations may arise where this pooling assumption appears realistic and others where it 
does not conform to what we think we know about resource pooling of family members 
or the coordination of family decision-making. 

The cooperative Nash-bargained model assumes the couple cooperatively maximizes 
a product of the individuals' marital gains in their utility compared to their utility avail- 
able outside of the union as in Equation (19). Unless the utility in the marriage for both 
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partners exceeds their alternatives (i.e., reservation "wages" or U Ri) the union would 
not be economically viable. This reservation "utility" establishes a "threat point" or 
lower limit for consumption allocations to each adult within the family. Nonearned in- 
come controlled by the husband or the wife is thus expected to raise the "threat point" of 
that spouse: it leaves the spouse less dependent on marital gains. The bargaining power 
of the wealthier spouse is thus strengthened, and this potentially changes the distribution 
of consumption within the family. 4 

Even when there is an observable consensus on who controls physical assets or 
nonearned income within the family, there remains the problem of specifying "private 
goods". Leisure is a natural candidate for a normal good whose beneficiary is the spe- 
cific individual. But in reality the variable observed is often not consumption of leisure 
but time not counted as work in the market labor force. This time outside of the market 
labor force may include time in home production, such as household chores and child 
care. Consequently, it is unclear whether nonmarket time is universally a normal good 
whose demand increases with income. In other words, does spending more time at home 
constitute unambiguous evidence of women's increased utility? Counting who is in the 
market labor force is also subject to some ambiguity, particularly for women where cul- 
tural standards of acceptable activities may introduce forms of enumeration bias [Folbre 
and Abel (1989)]. The margin of uncertainty in the enumeration of women in the labor 
force is exaggerated in agriculture, for virtually all women on farms do much unpaid 
work in the production of market as well as nonmarket goods, but surveys and censuses 
may or may not count such activities as qualifying them as engaged in productive ac- 
tivity or in the "economic" labor force. Durand (1975) discounts much of the reported 
variation across countries in rates of female participation as unpaid family workers in 
agriculture as a statistical artifact due to variation in cultural interpretations of women's 
accepted roles. The definition of workers who are counted in the labor force working in 
an unpaid capacity in the family can also change within a country over time, creating 
anomalous shifts in female labor force participation rates, as noted in India between the 
censuses of 1960 and 1970. 

The effect of private nonearned income on forms of consumption other than leisure - 
such as expenditures on tobacco, alcohol, toys or gender-specific apparel - may be even 
more ambiguous as a private good, for there is nothing to prevent wealthier women 
or men from deriving (selfish) satisfaction from varied consumption activities of other 
members of their household, even if the good appears to be individual-specific and 
targeted to another individual or demographic group in the household. 

Nonearned income (or its sources) might be divided into those elements brought to 
the marriage or accumulated during the marriage through distinct individual kinship 

4 Of course, the bargaining could occur at the outset, when the family is formed, which suggests that mem- 
bers use their initial resource endowments to agree on the weights for individual goals in the "family's utility 
function". If these resources change unexpectedly, because of a bequest or inheritance or alternative marriage 
proposition, the "threat points" would shift and a new bargain and agreed-upon family utility function would 
be adopted as a guide to subsequent intrafamily allocations. 
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relationships and independent personal activities, the receipt of bequests or inter vivos 
transfers, or other personal connections. A wife's nonearned income, such as she might 
have inherited or brought to the marriage as a dowry, might be expected to reduce her 
market labor supply by a greater amount than would the same amount of nonearned 
wealth brought to the marriage by her husband [Malathy (1993)]. Conversely, the pay- 
ment of a bride-price in many areas of sub-Saharan Africa by the groom to the bride's 
parents may be associated with the bride increasing her supply of time to the family's 
labor force [Jacoby (1992)]. 5 This prediction of the individualistic bargaining model 
received only modest support from its first empirical test against U.S. household data, 
probably because most enumerated wealth was in the form of residential housing, for 
which the ownership was generally reported to be joint or shared equally [Horney and 
McElroy (1988)]. Subsequent study of the allocation of time of U.S. husbands and 
wives to housework provided more support for the bargaining or collective approach 
to household allocation, perhaps because spouse-specific nonearned income was better 
measured [Carlin (1991)]. Additional studies based on data from Thailand, India, and 
Brazil unequivocally reject the pooling of nonearned income as it affects family labor 
supplies, thereby challenging the unified household model [Schultz (1990b); Duraisamy 
(1992); Thomas (1990)]. 

In principle, the measurement of nonearned income is intended to capture exoge- 
nous differences across persons in their budget constraints that do not also induce a 
change in money or time prices of various types of consumption or behavior. In prac- 
tice, nonearned income (rents, dividends, interest, and capital gains) could arise from 
inheritances that are similar to schooling, in that they are largely financed by parents 
and extended family and can be viewed as exogenous at the start of adult life. But non- 
earned income also represents returns on a person's life cycle accumulation of savings, 
and hence captures in part the person's past behavior. It then becomes, for some pur- 
poses, an endogenous choice variable. Hence, it is desirable for survey questionnaires 
to pursue the source of each individual's current nonearned income, current assets, and 
the date of receipt of bequests that led to these current assets, and whether they came 
from the husband's or wife's side of the family. The Rand Malaysian family life survey 
comes closest to asking these questions, but I know of no analysis of these data from 
the perspective outlined here [Butz and DaVanzo (1978)]. The Rand Indonesian family 
life surveys have extended further this line of questioning that should advance research 
on family bargaining and demand behavior [Rand (1996)]. 

5 Evidence compiled by Svenberg (1990) indicates that female nutritional status and survival prospects in 
sub-Saharan Africa are superior overall to male, possibly because women are economically more productive 
in converting calories into work than men. As a consequence, perhaps, parents are paid bride prices for their 
daughters and have a stronger incentive to invest in their health. The one region of sub-Saharan Africa where 
Svedberg's anthropometric indicators of nutrition and mortality do not indicate as strong a bias in favor of 
females is in Nigeria and perhaps Senegal. Both of these countries contain a significant Islamic element and 
women's productive roles are more circumscribed in these segments of the population [Caldwell and Caldwell 
(1987)]. 
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In Thailand women have traditionally participated in the agricultural labor force al- 
most as frequently as men, and agricultural land is often inherited and managed by 
women. Although marriage among women was nearly universal in the past, divorce and 
remarriage were not uncommon. In 1981 the nationally representative Socioeconomic 
Survey collected by the National Statistical Office distinguished between the individ- 
ual's ownership of nonearned income within families. This large survey thus provides 
an opportunity to test the resource pooling implications of the unified family demand 
model. The estimated negative effect of a specified amount of nonearned (from rentals, 
interest or dividends) income on labor force participation by women aged 25 to 54 is 
three times larger if this income is owned by the woman compared to the effect of non- 
earned income owned by her husband. Conversely, a husband aged 25 to 54 reduces 
his labor force participation three times as much when the family's nonearned income 
is owned by him rather than by his wife [Schultz (1990b)]. In other societies it may 
be more difficult to collect meaningful data on the ownership of nonearned income 
for each individual in a family. For example, in a survey of rural northeast Brazil, few 
women report nonearned income, though the proportion increases in urban areas, and 
there it is statistically associated with improvements in indicators of child health and 
nutritional development, holding constant for the weaker effect of men's nonearned in- 
come [Thomas (1990)]. These empirical patterns challenge the validity of the unified 
family demand model, but they do not tell us which particular bargaining solution or 
household behavioral model is preferred. 

Transfers may also be a useful basis on which to modify the unified family model, 
and perhaps even distinguish the limits to the layers of the extended (altruistic) family. It 
may be assumed that transfers, as with nonearned income, serve primarily the interests 
of the individual who receives them. Transfers may also be reciprocally provided by 
members of the extended family with the expectation that they are to be used to support 
particular forms of consumption. For example, a sick child may elicit transfers from kin 
that are intended to help meet the costs of the child's medical attention or help the family 
reallocate its time to care for the sick child, though it involves a loss of market income. 
Whether the distinctive effect of the transfer on consumption patterns or labor supply 
behavior in the family can be attributed to the individual through whom the transfer is 
received has not been tested, to my knowledge. 

Related issues of altruistic limits to sharing in the extended family are reported in 
the literature, but few generalizations have emerged. Ainsworth (1996) found in Cote 
d'Ivoire that foster children are treated equally to biological children in the families into 
which they were fostered, at least in terms of their time allocation and school attendance. 
Kochar (1998) examines how the wealth and consumption of a child's household affects 
the labor supply of their coresidential elderly parents. She finds family ceremonies may 
function as a "good" that encourages the elderly in the family to work less, compared 
with consumption of private goods which do not have this disincentive effect on the 
labor supply behavior of the elderly living with their children. Hayashi (1995) analyzes 
how the relative income status of the older and younger generation in a Japanese house- 
hold affects the composition of foods consumed, when the preferences for specific foods 
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are demonstrably different between the younger and older generations. There is much 
need for further analyses of how the sources of  family income affect its allocation, as 
the family unit is extended from the nuclear unit to the extended kinship system. It 
is a natural extension to note that in closely knit ethnic groups in many parts of the 
world, the solidarity of the family and the village provides a consumption-smoothing 
insurance system against readily monitored individual idiosyncratic risks [Rosenzweig 
(1988); Townsend (1994); Udry (1994)]. 

There is some evidence that as women obtain more education and marketable skills, 
they consume more of their family's resources and are "treated" better. But these pat- 
terns do not help to distinguish between the competing intra-family resource allocation 
models. The unified family demand model emphasizes that the human capital embod- 
ied in women affects their value of  time and influences the allocation of  time and in- 
vestments within the family [Mincer (1963); Becker (1965)]. Consequently, empirical 
evidence that time allocations, consumption, and investment patterns within the family 
respond to differences in male, female, and child wages does not help to discriminate 
between the unified family demand and bargaining models. But the cooperative Nash- 
bargained model of  household behavior also predicts differential consumption effects 
of  nonearned income depending on who c o n t r o l s  it. The bargaining framework offers 
a reasonable way to explain why women may engage in separate jobs from their hus- 
bands to enhance their control over the resources they produce. Indeed, this pattern is 
particularly notable in sub-Saharan Africa and South-East Asia, although women may 
still work some of  their time as an unpaid worker in their family or on their husband's 
plot of  land [Schultz (1990a) ]. 

In parts of Africa, husband and wife cooperate in the joint production of  some crops, 
while other crops or parts of  the production process - e.g., marketing - are entirely the 
responsibility of one sex. The unified model of  the family leads to the prediction that 
the wife allocates her time between the joint crops and her own crops to equalize the 
value of her marginal product across all activities. The bargaining model, however, al- 
lows that she might work more on her own fields, because the value of  her marginal 
product there is more under her control and hence of  greater value to her. Jones (1983, 
1986) confirmed these predictions of  the bargaining model with survey data collected 
from Yagoua in North Cameroon. Allocative incentives within these Massa families, 
therefore, may not achieve a strictly efficient use of labor but may advance other indi- 
vidual interests of  family members. 6 Udry (1996) has documented a similar pattern in 
the allocation of  family labor between husband and wife controlled agricultural plots 

6 In principle there might be a superior Pareto efficient allocation of husband and wife labor that would yield 
a larger output for both members of the family. But in practice, there are costs in monitoring labor inputs over 
scattered plots mad transaction costs in exchange of inputs and outputs that might be required to provide both 
persons with the incentives needed to achieve Pareto efficiency. These transaction costs might absorb most of 
the output gains. Some but not all West African studies have replicated these empirical patterns [e.g., Udry 
(1996); Doss (1996b, 1997); Smith and Chavas (1997); Akresh (1999)]. 
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in Burkina. The loss in output due to the less-than-Pareto-efficient intrahousehold al- 
location of the couple's time is estimated by Udry to be about 6 percent, compared 
with the intra-village level inefficiency of twice this magnitude due to the apparent 
misallocation of labor across plots of the same crop of different families in the same 
village. Thus, the bargaining process may interject a modicum of inefficiency in within- 
family allocation of labor, but it is only about half as large as the within-village inef- 
ficiency across households in the allocation of the factors of production [Udry (1996, 
p. 1040)1. 

It should also be noted that most production function estimates of the marginal prod- 
uct of women's and men's labor assume that all inputs into the production process are 
observed and are exogenous. This requires that any omitted inputs are uncorrelated with 
labor allocations, and the inputs are not allocated on the basis of unobserved factors or 
shocks, such as management bias or weather, which could affect the productivity of the 
labor input. If the allocation of these omitted inputs is, however, affected by the assets 
and empowerment of women and men, then these production inputs must be treated as 
endogenous and their allocation explained in terms of exogenous factors. Well-defined 
exogenous market prices for inputs that vary across the sample households might pro- 
vide one basis for identifying the production function parameters on observed inputs, 
including those that determine the marginal productivity of male and female labor. For 
example, in Udry's (1996) analysis of Burkina labor productivity by plot, he notes that 
male-owned plots receive a disproportionate share of the other variable inputs: manure 
and child labor. This would suggest that male "power" might contribute to male-owned 
plots obtaining these additional scarce, but not widely marketed, inputs, and these in- 
puts could complement labor on male-owned plots, explaining the lower productivity 
of female labor when women work their own plots. Udry is also worried that unmea- 
sured qualities in the plots could favor male-owned plots and account for the greater 
female productivity on male plots than on their own plots. As noted in many studies 
comparing the agricultural productivity of women and men, it is extremely difficult to 
estimate confidently the separate marginal productivity of male and female labor in joint 
agricultural production without maintaining very strong untested working assumptions 
[Quisumbing (1996b)]. 

3.2. Intrahousehold aIIocation of time 

The time allocation of unrelated individuals or groups of individuals combined in a 
family enterprise may be analyzed by estimating production functions or cost functions, 
from which the marginal product of different types of labor is inferred. Then when profit 
and utility are sequentially maximized, the allocation of labor can be attributed to ex- 
ogenous or quasi-fixed endowments of such factors as land, market prices of inputs and 
outputs, or the state of nature, e.g., weather. The more common approach to studying 
time allocation is to start with the demand for leisure within the consumption frame- 
work as outlined in Section 2, and then the time worked (or not demanded as leisure) 
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is a function of the wage offered for working, other sources of nonearned income, and 
relative market prices. 

When this consumer demand model is generalized to a unified family of several adults 
and time allocated to nonmarket production is treated as distinct from leisure, the issue 
arises whether the time of the husband and the time of the wife in household (non- 
market) production are substitutes or complements. In Becker's unified model of the 
family he assumes they are substitutes, and on-the-job training in market work leads to 
human capital accumulation from work experience. This framework leads to the predic- 
tion that gender specialization between market and nonmarket work within the family 
is likely to occur. Alternatively, if nonmarket time of husband and wife were comple- 
ments in nonmarket work, it might be expected that some couples would both work in 
the market and some might even team up to work together in nonmarket production, 
leading to market and nonmarket specialization across families, rather than within fam- 
ilies. Yet to the extent that child care, food preparation, and household chores for the 
family's own consumption constitute the major nonmarket production activities of the 
household, Becker's model of specialization within families is intuitively plausible. In 
the agricultural household model in which the family coordinates its farm production at 
home, there may be more range for complementarity between spouses. Also during the 
early and late stages of the nuclear family's life cycle - before childbearing starts and 
after children leave the parental home - there may be less opportunity for substitution 
of the spouses' time in nonmarket production, and indeed if nonmarket time of spouses 
includes leisure they might be complements among the very young and old [Schultz 
(1981)]. These cross-substitution possibilities between the time of adults in nonmarket 
activities should be estimated at different periods in the life cycle and not restricted to 
be constant across all ages, and perhaps be allowed to vary between agricultural and 
nonagricultural households [e.g., Lundberg (1988)]. 

An empirically testable implication of the unified demand model is that the income- 
compensated cross-substitution effects should be symmetric or equal, or specifically 
those associated with spousal cross-wage effects. This restriction of the unified family 
demand model implies that, in allocating their labor supplies, husband and wife are in 
complete agreement as to the value of each other's nonmarket time. It could be imag- 
ined, as an alternative hypothesis, that a husband would assign a higher value to his 
own nonmarket time than does his wife to his nonmarket time. In the case of their val- 
uations of the wife's nonmarket time, the wife might correspondingly value her own 
time more highly than does her husband. An individualistic bargaining model allows 
for the possibility that the wife and husband might value some "goods" differently, 
most naturally their own "leisures". Thus, the strong restriction of the unified family 
demand model that the income-compensated cross-wage effect of the husband's wage 
on the demand for the wife's nonmarket time must be equal to the income-compensated 
effect of the wife's wage on the husband's nonmarket time can be empirically tested. 
Heckman (1971) tested this statistically with U.S. data and rejected it, although in a 
subsequent paper this theoretically implied restriction was imposed [Ashenfelter and 
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Heckman (1974)]. 7 But the test is conditional on many other aspects of  the demand 
model, including functional-form approximations [Killingsworth (1983)]. 

This symmetry property of  the family demand model  unfortunately is not tested, to 
my knowledge, in agricultural settings where off-farm wage labor is more common 
[Huffman (1974, 1976, 1980); Skoufias (1993a); Kimhi and Lee (1996)]. Such analyses 
might confirm whether women assign a greater value to their off-farm market time than 
do their husbands, perhaps because women exercise more control of  their earnings from 
off-farm work or because it conveys status (or stigma) depending on the cultural con- 
text. To proceed in this direction, information on the nonearned income or individually 
controlled assets of  the farm couple would be required. To evaluate the partial effect 
of  the husband's  or wife 's  nonearned income on family expenditures, the wage rates of 
both partners and market  prices must be held constant. The wage rates and nonearned 
income determine the full income constraint of the couple, where full income is defined 
in order to be independent of the family 's  allocation of time to market  work [Becker 
(1965)]. 

Shares of  income expended on specific items are expected to be more systemati- 
cally related to the family 's  permanent or lifetime income than to the family 's  transitory 
income. Total expenditures of  the family are often viewed as a better measure of perma- 
nent or lifetime income than the total of reported current income sources. Total expendi- 
tures should, of  course, include imputed values for home-produced and consumed goods 
and services, such as the rental value of owner-occupied housing or home-produced 
food and apparel. Shares of  this family expenditure total spent on specific items, such 
as food, are then often explained in terms of  total expenditures per adult, and relative 
prices, including the wage rates available to family members or the shadow value of  
their t ime if  not working for pay in the labor force [Deaton and Muellbauer (1980)]. 
Methods for dealing with differences in household composit ion are discussed later in 
Section 3.3. 

To estimate the effect of  permanent income on consumption patterns or savings re- 
quires a method to distinguish between transitory and permanent income components.  
One approach is to specify an instrumental variable that is thought to be strongly cor- 
related with the permanent income component,  such as education and initial assets or 
inheritances, but uncorrelated with the transitory income component,  due to such fac- 
tors as weather variation or idiosyncratic shocks to health, s This approach to estimation 

7 The overall determinant-condition of maximization theory in the family demand model is also rejected 
by Hec!anan in the static case (1971: Chapter 2, pp. 32-33). Both the static and "life cycle" estimation ap- 
proaches pursued by Heckman lead to rejection of the symmetry condition. Ultimately, however, he imposed 
the restriction to obtain his preferred estimates (Chapter 2, pp. 37-38). One possible explanation for the re- 
jection of the demand system parameter restrictions is the difference in spouse-specific nonearned income 
effects that may be used to infer individual compensated cross-wage effects. 
8 Alternatively, measures of the deviation in weather from their long-run average can be constructed in a par- 
ticular agricultural region for unexpected weather shocks and used as an instrumental variable to approximate 
transitory income in an agricultural household. In this case, the residual household income can approximate 
the permanent income component [Wolpin (1982); Rosenzweig (1988); Paxson (1992)]. 
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of expenditure-share or savings functions by instrumental variable methods provides a 
starting point for evaluating whether nonearned income of the husband and wife ex- 
ert roughly comparable effects on intrahousehold consumption/savings allocations. If  
the effect of husband nonearned income and wife nonearned income differ to a statisti- 
cally significant degree (Equation (18)), this finding further weakens the argument for 
adopting the unified family demand model and strengthens the argument for adopting 
one of the more individualistic bargaining frameworks [Thomas and Chen (1994)]. Al- 
ternatively, total nonearned income may be included as a conditioning variable in the 
expenditure share or savings functions, and the ratio of wife's to husband's nonearned 
income is included to test whether nonearned income is pooled within the family. The 
ratio variable should exert no effect on the expenditure/savings patterns, if the unified 
family demand model is a valid description of the underlying behavioral process. As in 
Thailand, this gender-relative nonearned income variable may be expected to increase 
the allocation of the wife's time to her leisure activities and other female private goods, 
if a bargaining model is valid and preferences of husband and wife differ in the expected 
direction for the specific goods being studied. 

Investments in children's education and health are expenditures that society may want 
to encourage. But these expenditure categories are difficult to monetize comprehen- 
sively, for that requires imputing a value to the time of each child and parent involved in 
schoolwork in the home or in health maintenance activities, respectively. Some forms of 
human capital stocks, however, can be roughly quantified in surveys and assigned as a 
private good to the individual. In the case of health or nutritional status, "height-for-age" 
and "weight-for-height" are two anthropometric indicators that are positively correlated 
with survival and reduced incidence of acute and chronic morbidity, and with wage rates 
and labor productivity among working adults [Floud et al. (1990); Fogel (1986, 1994); 
Strauss and Thomas (1995, 1998); Schultz (1995b)]. In the case of education, years of 
schooling completed is a standard measure of educational investments, although this 
can be refined by including additional qualitative dimensions of the resource intensity 
of the years of schooling, such as the hours attending school per year, the training of 
the teacher, the teacher-student ratio (i.e., inverse of class size), quality of facilities, and 
books and school supplies [Schultz (1988)]. 

It has been noted in a number of studies that increments in women's nonearned in- 
come and increments in men's nonearned income have a tendency to augment health and 
educational investments in children, but the effect of women's nonearned income tends 
to be larger than that of men's. Expenditure shares on food are also often closely related 
to proxies of women's economic bargaining power in the family, holding permanent in- 
come constant [e.g., Thomas (1990, 1994); Hoddinott and Haddad (1995); Doss (1996a, 
1997)]. These findings - that enhanced female nonhuman capital increases allocations 
of family resources on children - are consistent with Fuchs' (1988) psychological hy- 
pothesis that mothers exhibit stronger preferences for investments in child welfare than 
do fathers, or as recently restated that females are less selfish [Eckel and Grossman 
(1998)]. It is also consistent with the previously noted study that found child support 
payments paid to mothers rather than to fathers increased child (and female adult) ex- 
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penditures [Lundberg et al. (1997)]. But assessing longer-term consequences for child 
well-being of redistributing nonearned income from men to women is complicated by 
the likely changes such a redistribution scheme might induce in family composition 
[Schultz (1994b)]. If the comparison group of husband-wife-child units decreases be- 
cause of an increase in separation, as previously noted in the Seattle Negative Income 
Experiment in the United States [U.S., DHHS (1983)], attrition bias might arise. 

The unified family demand model nonetheless has the appeal of simplicity and 
widespread applicability, and some useful empirical applications. How much realism 
should be sacrificed by a theoretical paradigm to gain tractability to a wide range of 
phenomena is debatable [Becker (198l)]. As the testable restrictions built into the uni- 
fied family demand model become clearer, and sample surveys elicit more precisely the 
personal distribution of resource ownership in the family, it is to be expected that fu- 
ture studies will be able to reject this simplified abstraction [Alderman et al. (1995)]. 
But how much our answers to important policy questions change when we relax the 
family model and replace it by a bargaining model remains unclear [Strauss and Beegle 
(1996)]. If one of our goals is to understand the determinants of child welfare, child 
human capital investments in nutrition and schooling, or women's well-being, then the 
alternative bargaining or sharing rule models seem to be a useful first step, but it re- 
mains to be seen whether these new models will change our interpretation of available 
data substantially. 

For example, in societies where nearly all women marry by age 30 and there is lit- 
tle dissolution of marriage, as was true until the last few decades in Korea, China or 
Taiwan, the unified model of the family might prove satisfactory. But in much of sub- 
Saharan Africa and Southeast Asia, where men and women often have different sources 
of income and distinct responsibilities for the support of family consumption, individ- 
ual economic interests may be much less submerged in a "unified" family. In the latter 
regions, the cooperative Nash-bargained model of McElroy and Homey (1981) or the 
Pareto Cooperative model of Chiappori (1992) appears to be a more attractive frame- 
work within which to structure research on family and individual behavior, because it 
generalizes the unified family demand model and permits the restrictions implied by 
the unified model to be tested and potentially rejected empirically. These bargaining ap- 
proaches to the family direct particular attention to who controls what assets and streams 
of income in the family, and may lead to new insights about how women's status influ- 
ences the development process, including the timing of the decline in child mortality 
and fertility that governs the pace of the demographic transition and thereby impacts on 
the age composition of the population, and potentially on the rates of household savings 
and investment [Ram and Schultz (1979); Higgins and Williamson (1997)]. 

3.3. Risk and labor allocation of  agricultural households 

If farm families are risk averse, greater farm income variability should increase off-farm 
labor supply. This pattern is observed for a sample of Kansas farm families in 1992 ana- 
lyzed by Mishra and Goodwin (1997). One might also think that where specialization in 
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managing farm production in the United States devolves predominantly on male family 
workers, the off-farm labor supply of female adult family members would respond more 
elastically to farm risk than that of the corresponding male. But the study by Mishra and 
Goodwin (1997) found the opposite, with the off-farm labor supply of the male farmer 
increasing more than that of his spouse to the risk associated with farm income, proxied 
by the coefficient of variation in on-farm earnings for the last ten years. 

This approach to intrahousehold coordination of the family members' time alloca- 
tion across risk-specific occupations tends to assume that the risk associated with the 
off-farm earnings is not perfectly correlated with the risk associated with the on-farm 
earnings. There is thus an insurance value to the pooling of the on- and off-farm income 
risks and a clear justification for following a mixed strategy for the family that com- 
bines in this case more than one type of job. It may also be reasonable to assume that 
the uncertainty of farm earnings is greater than that of off-farm earnings, though I know 
of few comparisons to document this conjecture [Friedman (1957)]. 

More generally the family is expected to diversify its mix of crops, its portfolio of 
income-earning opportunities, so as to trade off a reduction in its aggregate risk against 
a reduction in the expected value of its total income [Rosenzweig (1988); Jacoby and 
Skoufias (1992); Kochar (1995); Lilja et al. (1996); Quisumbing (1996a)]. One way that 
this may occur is when the family coordinates the migration of family members to other 
occupations or labor markets, and the most common example is by encouraging family 
members to work outside of the agricultural sector in the urban economy, for which it is 
plausible to imagine that income risks are not strongly positively correlated with those 
experienced within the farm. There is also a possibility that the family is not unified and 
altruistic [Becker (1981)], and that the migrants might engage in strategic behavior with 
the family at origin [Lucas and Stark (1985)]. 

Marriages may build dynasties that cement powerful relationships and reduce the 
risks of its members. Marriage of daughters may be a means to mitigate risk across the 
extended family. In such an environment the family might encourage daughters to marry 
husbands who are located in different agri-climatic zones and who would thereby reduce 
the family aggregate exposure to agricultural production risk, assuming that the daugh- 
ter's new family and her origin family accept a social obligation to insure each other 
against some shocks to their earnings. Rosenzweig and Stark (1989) report evidence of 
this marriage pattern in South Indian ICRISAT villages, where the consumption of farm 
families is better smoothed from local weather shocks if they have male migrants living 
outside of the household or daughters married and living in more distant villages. They 
hypothesize further that as the Green Revolution changes the prevailing agricultural 
technology, it becomes more cosily to monitor whether income variability is due to in- 
sured exogenous sources, such as weather, or to endogenous behavior of the family such 
as effort or choice of more risky new technologies. Then, these traditional risk-reducing 
insurance strategies of the extended family could become less valuable with more rapid 
technical change. This might erode the "insurance value" of daughters to farm families 
in technologically more progressive regions [Rosenzweig (1995)]. Here is another pos- 
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sible explanation for the recently noted trend in India of the value of dowries (i.e., price 
of marrying a daughter) to increase [cf. Rao (1993)]. 

3.4. Variation in household composition 

Studies of price and income effects on expenditures and savings justify a variety of pro- 
cedures for standardizing household behavior for differences in the household size and 
its composition in terms of age and sex [Deaton and Muellbauer (1980); Deaton et al. 
(1989); Deaton (1997)]. However, these procedures may introduce their own problems 
as they try to normalize for "consumption needs" implied by household composition. 
This is because household composition embodies a variety of life cycle choices, includ- 
ing marital status, fertility, and coresidential extension of the family to accommodate 
other generations and isolated kin, which may also be affected by market prices, in- 
come, and preferences. If the form of behavior being modeled, such as savings or time 
allocation, responds as do fertility and family extension in some manner to price and 
income conditioning variables, the partial relationship between household composition 
and economic behavior will not estimate a causal effect or suitable normalization, and 
controlling directly for this endogenous household composition variable will bias all 
other estimates of conventional price and income effects. 

From this perspective, the researcher could proceed in at least two directions. It is 
possible to evaluate the effects of prices, etc., within a sample restricted to similar fam- 
ily units, to avoid variation in family composition. Thus, Heckman's (1971) unified 
model of family labor supply is fit to husband-wife couples who are both wage earn- 
ers, eliminating the need to deal with (1) nonworking women, for whom the first-order 
conditions would be different and for whom no wages are observed, or (2) women with- 
out husbands, whose labor supply decision-making would be motivated by a somewhat 
different optimizing framework. For analogous reasons, Browning et al. (1994) restrict 
their estimation sample to working husbands and wives without children to avoid the 
effects of variation in household composition on expenditure patterns. However, if the 
goal is to assess the effect of price and income variables on all women, these selectively 
drawn samples will tend to yield biased estimates, if as seems likely, the probability 
of being selected into the sample is correlated with the disturbance in the behavioral 
equation estimated from the selected sample [Heckman (1979)]. 9 

Another strategy is to estimate a reduced-form relationship for the behavior under 
study, including in the sample all women, which implicitly solves out for intermedi- 
ate relationships such as the family formation process, the marriage match of spousal 
characteristics, and the number and characteristics of other "discretionary" members 
of the household [Lam (1988)]. In this case, we are not able to identify the pathways 
through which an exogenous variable exerts its total effect, but it is possible to assess the 

9 Newman and Gertler (1994) reformulate the rural family's labor supply decision-making problem in order 
to accommodate in the same estimation framework families with different adult compositions. 
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unconditional effect of the woman's education, say, on the likelihood of, for example, 
her being currently married, or the number of children she has out of wedlock, other 
things being equal [Schultz (1994b)]. But the reduced-form relationship approximates 
the sum of the direct and indirect effects of exogenous variables on each of her choice 
or outcome variables evaluated separately, including time allocation, consumption and 
savings behavior, as well as marital status, fertility, and the average human capital char- 
acteristics of her children, if she has any. 

Neither solution to the household composition problem is entirely satisfactory, for 
rarely is the sample selection correction model theoretically well specified, with a 
clear rationale for why the instrument identifying the sample selection rule should be 
excluded from entering certain household behavioral equations. Correspondingly, the 
reduced-form estimates may provide the aggregated effects of some policy variables, 
such as prices, subsidies, and taxes on behavioral outcomes of interest, but do not give 
us confidence about how these relationships operate. But there is growing evidence that 
ignoring the problem, and conditioning on family composition variables for household 
heads, can itself be misleading; for example, it can mask the characteristic life cycle 
pattern of personal savings [Schultz (1999)]. 

3.5. Who consumes  what  assignable or private  goods 

It is hard to evaluate systematically and comprehensively what individual family mem- 
bers consume. Some household goods benefit all members: consumption of such a "pub- 
lic good" by one family member does not reduce that which is available to others in the 
family. This property of public goods can be used to explain family formation [Lam 
(1988)]. Children are often referred to as a marriage-specific investment and a public 
consumption good, though the analogy has its limitations [Becker et al. (1977); Schultz 
(1981)]. Economies of scale in home production and public consumption are also diffi- 
cult to disentangle empirically from the implications of public goods within the family. 
Both phenomena contribute to the gains from marriage. 

Nonmarket production is particularly elusive without prices and often lacking quanti- 
tative dimensions to the commodity. Child-rearing is a nonmarket good that for parents 
has some of the attributes of a public good. For this reason most empirical analyses 
of intrafamily distribution of resources have focused on human capital investments in 
children, because such investments are largely produced by the family, are embodied in 
the children, and hence are subject to the child's future control, and they are quantifi- 
able at least in terms of some of the inputs used, such as years of education. A family's 
investments in children account for a substantial part of a family's savings and inter- 
generational transfers. As noted above, three indicators of human capital investment 
in children are most frequently studied: survival (or mortality), anthropometric mea- 
sures of child nutrition and health, and schooling. However, studies examining gender 
differences in child mortality, health, and education in low income countries are still 
sparse, l0 Reviews of a few such economic studies must suffice to illustrate how gender 

10 See later footnote 19 for references to this literature. 
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differences within families can be interpreted within families to measure regularities in 
behavior that should inform economists about intrahousehold resource allocation. 

One of the notable features of India is the shorter life expectancy of women than 
men, and more specifically the lower child survival rates for females than males. The 
disproportionate level of child mortality among girls compared to boys emerges most 
strongly after the first month of life, because earlier infant deaths are mainly due to 
congenital problems at birth which appear to be less responsive to differential applica- 
tion of household inputs of child care, nutrients, and medical attention. Visaria (1971) 
analyzed the ratio of female-to-male children of specific ages as enumerated in the In- 
dian 1961 Census and confirmed that there was no other explanation for the shortfall 
of girls than a higher female than male child mortality rate. Miller (1981) illustrated 
that this pattern of excess female child mortality compared to most other populations 
was documented in earlier Indian censuses (e.g., 1931) and that large variations across 
the districts of India were also noted in ethnographic studies in various parts of India. 
Miller finds that if cultural practices in a locality encourage women to restrict their 
participation in work outside of the family, a bride's family is more likely to give the 
groom's family a dowry upon marriage, and gifts become less valued than boys. These 
cultural practices vary across regions and across castes or tribal groups in India in much 
the same manner as does the child sex ratio, with the higher dowries being associated 
with relatively lower female to male child survival. The regional variation in the child 
sex ratio does not follow closely income levels. Some of the richest agricultural areas in 
the northwest, such as the Punjab and Haryana, as well as the Himalayas and western 
regions, report low female to male child survival compared with the poorer southern 
and eastern areas of India. Also, the propertied castes often report lower female to male 
child survival ratios than the unscheduled or tribal castes, who are relatively poorer, at 
least in the northwest. Miller (1997) raises the possibility that economic development 
and rising incomes would not necessarily curb this relative neglect of female children. 

An econometric study of the Indian 1971 Census rural district data matched by a 
parallel analysis of households from a rural household survey from 1969-71 offers an 
economic account for these differentials in female to male child survival [Rosenzweig 
and Schultz (1982b)]. It shows that in those districts and villages where economic condi- 
tions were more favorable for women to work in the labor force outside of their family, 
the survival of girls relative to boys was higher and closer to the international norm. 
A later study of a household survey from the Punjab, India, suggested that public poli- 
cies that increase access to public health, without affecting the relative productivity of 
men and women, reduced the average mortality level, but increased the mortality rate of 
gifts relative to boys after the first month of life [Amin and Pebley (1978)]. Subsequent 
studies have shown that in rural regions of India where the female to male survival rate 
appears to be particularly low, family allocations of food and health care tend to favor 
boys, and the sex differential in survival is responsive to this sex discriminatory pattern 
of intrahousehold resource allocation. Analogous studies have found similar patterns in 
Bangladesh, Nepal, and in nineteenth century Germany [Sen (1976); Chen et al. (1980, 
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1981); Miller (1981, 1997); Martorell et al. (1984); Bardhan (1984); Das Gupta (1987); 
Klasen (1998)]. 

Other cultures and regions of the world also exhibit gender differences in child sur- 
vival that appear to reflect differential investments (neglect) by parents, though they are 
less well documented, persistent, and perhaps smaller in scale than in India, including 
the ancient Greeks, Romans, Carthaginians, and Japanese, to name only a few. Histor- 
ically, fewer females than males survived famines, and this was still evident in China 
during the great leap forward of 1959-61. The Chinese ratio of male to female regis- 
tered births today exceeds the conventional range of between 1.03 to 1.06, and increases 
with higher parities. When the Chinese government in the 1970s adopted a strict pop- 
ulation program that sought to enforce a one-child policy, infant and child mortality of 
females increased markedly, and the growing shortfall in women attracted the attention 
of demographers [Aird (1983); Zeng (1989)]. Perhaps in response to this development, 
the Chinese population policy was relaxed somewhat in the rural areas in the 1980s to 
permit a couple to have a second child, when the first was a girl. With the spread of 
ultrasound diagnostic equipment that could determine the sex of the fetus, female se- 
lective abortion increased the ratio of male to female births, especially at higher parities 
[Schultz (1997)]. 

In many equally poor societies gender differences in child nutrition, health status, and 
survival are smaller or nonexistent, such as in Nicaragua, Brazil, Philippines, Sri Lanka, 
and Ivory Coast [Blan (1984); Popkin (1980); Senauer et al. (1986, 1988); Thomas et 
al. (1990); Thomas (1990); Thomas and Strauss (1997); Strauss and Beegle (1996)1. 
In some regions of sub-Saharan Africa where women take a more active role in the 
labor force outside of the home than in much of South and West Asia, survival rates for 
females appear to often exceed those for males, despite low levels of income, high levels 
of malnutrition, and poor public health services [Sen (1976); Svenberg (1990)]. One 
interpretation of the available evidence on international patterns of gender differences 
in child health and survival is that there are marked cultural variations, often related to 
the relative economic productivity of adult women relative to men. But with increases in 
wealth, families in most cultural and economic settings appear to exhibit a preference for 
greater gender equality in nutritional and health investments within the family [Schultz 
(1995a)1. 

Periods of acute illness have also been analyzed as economic shocks to the family 
to assess how consumption smoothing is achieved in periods when there is a marked 
shortfall in income. Pitt and Rosenzweig (1990) find that when young children are ill, 
teenage daughters in Indonesian families are particularly likely to retract time from 
school or the labor market to care for the sick child, rather than teenage sons. Dercon and 
Krishnan (1997) explore the effects of health shocks on intrahousehold consumption 
smoothing. They postulate that idiosyncratic shocks to individual health should have no 
effect on relative interpersonal allocations except for their effect on the household's total 
budget constraint, if risk is shared in the collective Pareto-efficient or unified models 
of the family. But instead they find that in poorer households in southern Ethiopia, 
women bear most of the adjustment burden on the family from adverse health shocks. 



416 ZP Schul~ 

Some of their other findings can be reconciled with the bargaining model: they show 
that the relative position of wives improves when local customary law dictating divorce 
settlements is more favorable to wives, the household's wealth is greater, and the age 
gap (proxying productivity or power) between partners is smaller. 

The demographic transition is also related in many ways to the improving health and 
productivity of women. Fertility is commonly observed to be a decreasing function of 
the productivity of the woman, or opportunity cost of children, often proxied by the ed- 
ucation of women [Schultz (1997)]. But declining fertility could also exert a reinforcing 
feedback effect on a woman's subsequent health and productivity. When the nutritional 
status of women in Ghana is measured by their body mass index (i.e., weight divided 
by height squared), and this health status is explained by endogenous inputs of calories, 
current burden of morbidity, work effort, and parity, it is found that endogenous declines 
in fertility (parity) are associated with improvement in the nutritional status of women, 
which in Ghana is strongly related to their wage productivity [Higgin and Alderman 
(1997); Schultz (1995b)1. 

There is an analogous pattern across countries in the investments families make in the 
schooling of girls compared to boys. At low income levels, investments in boy's school- 
ing often exceed that in girl's. As real income per adult increases, public expenditures 
per child on schools tend to increase as do enrollment rates. But the income-related 
increase in enrollment rates among girls is significantly larger than it is among boys, 
particularly at the secondary school level [Schultz (1987, 1996)]. A catching up for 
girls is evident in both comparisons of different countries with increasing income [King 
and Hill (1993)] and within countries as income increases [e.g., Chernichovsky (1985); 
NaRanong (1998); Schultz (1996)]. Equal educational treatment of boys and girls may 
be a "normal good" within the family, and as income per capita increases, and repro- 
ductive goals are freely chosen, a variety of indicators of consumption and investment 
become more equally distributed between male and female family members. 

Investments in the schooling of boys and girls are also influenced by the productive 
returns schooling imparts, and given gender specialization of work routines [Boserup 
(1970, 1990)], it would not be surprising for the productive returns to schooling for 
men and women to differ, at least in the short run, although in the long run one would 
expect gender specialization in the labor force to diminish as fertility declines and child- 
rearing occupies a diminishing share of a woman's adult life span. In the Philippines, 
farm families are observed to invest more in the education of their daughters than of 
their sons, but to transfer more land to their sons, arriving at a rough economic balance 
[Quisumbing (1994, 1997)]. Differences in the composition of transfers by parents to 
their children by gender may help to explain their different propensities to migrate out 
of agriculture or to adopt new technological innovations. Lanzona (1996) notes that the 
greater the importance of irrigated land for the family, the greater is the investment in 
schooling of sons, holding constant for the parent's education and community school 
infrastructure. One hypothesis for this pattern in the Bicol Province is that the major 
irrigation projects facilitated the adoption of profitable high-yielding varieties. Where 
these new agricultural inputs held the most immediate promise, families sacrificed more 
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to educate their sons, preparing them to evaluate and profitably adopt these promising 
new production possibilities. The education received by daughters prepared them for 
employment in nonagricultural activities. 

The Bicol region of the Philippines has experienced heavy outmigration to regions 
where per capita incomes are higher. The likelihood of outmigration increases with the 
earnings of individuals, holding constant for observed determinants of wages, such as 
education and age. Earnings for both men and women who remain in their parents' home 
are thus negatively impacted by selection bias, supporting the view that those who stay 
at home in a backward region are likely to be the less productive workers, controlling for 
observables [Lanzona (1998)]. Among those males who remain at home, uncorrected 
wage returns to schooling are about a fifth lower than the returns to schooling that are 
corrected for sample selection bias of sons who stay at home. Returns to schooling 
among the selected sample of those men who remain in this poor agricultural region of 
the Philippines tend to be downward biased by the rapid pace of outmigration, as noted 
in earlier Latin American studies during the 1970s [Schultz (1988)]. 

Public policies are limited in their ability to influence the family's final distribution of 
consumption. The family can usually, if it wants, have the last word on intrahousehold 
resource allocations. For example, a free school lunch program in Brazil or India may 
lead to a decrease in the family's supply of food to those children who benefit from 
the school feeding program. Part of the family's food that would have been supplied to 
the children in the absence of the program is reallocated within the family to advance 
the family's own objectives. Evaluation of nutritional intervention programs has tried to 
assess this redistributional power of the family [Chernichovsky and Zangwill (1988)]. 
Jacoby (1997) in a study in the Philippines finds that the family may be less effective 
(or less inclined) than expected in using its redistributional capacity to compensate in 
home food allocation for food transferred to children through the schools. He found 
little intrahousehold reallocation of calories in response to the selective feeding program 
administered through the schools. 

To assess what might be the optimal targeting strategy for transferring public re- 
sources to particular individuals in the family and to particular uses by that individual 
requires much information, some of which can be inferred from analyses of household 
surveys and some from studies of public administration records and variations in pilot 
programs. First, what is the "leakage" of the transfer to other persons in the household 
(society) or to other uses? Second, what is the relative social benefit from increasing 
the consumption of those other beneficiaries (are they also poor relatives or rich mid- 
dlemen?) and other consumption uses, compared to the primary targets? Third, what 
administration costs would be incurred to reduce these leakages, and how much? The 
state could simply contribute to the general pool of family resources, where the lo- 
cation, occupation, and education of household head could be used to target the poor 
group. Alternatively, the transfer could be invested in the vocational training of spe- 
cific individuals, or it could provide income-in-kind (i.e., food or health services) to the 
family, or it could transfer selected consumption goods to specific individuals, such as 
through a program of school lunches, or even restrict those school food supplements 
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to "inferior" foods that only the poor and malnourished are likely to want to consume. 
The reduction in leakages and resulting increased "fairness" of the program must be an 
adequate justification for the mounting costs of administering the targeting [Kanbur et 
al. (1995)]. 

Public programs can provide vocational training or access to credit for women, where 
women are thought to have less than equal access to education and collateral required 
for borrowing. The expectation is that the resulting gains in women's productivity will 
provide the private returns for the program, and the gain in women's productivity may 
have an added impact on intrahousehold consumption patterns favoring women's prior- 
ities, such as investments in their children. As noted above, there is an extensive liter- 
ature suggesting that consumption patterns within families change as the productivity 
of women increases. Interventions designed to increase women's credit, entrepreneurial 
capacity, and training for the off-farm labor force are receiving increasing attention by 
policymakers, but the task of program evaluation is daunting as the simple comparisons 
are gradually replaced by quasi-experimental manipulations of large databases [e.g., 
Kennedy and Cogill (1986); Blumberg (1988); Pitt and Khandker (1998)]. 

4. Marital status, mortality, and health investments 

One way that people express their demands for consumption patterns is in the form of 
the families they create. An increase in many countries in the proportion of households 
headed by women has been observed recently. This increase in female-headed house- 
holds can be related to the decline in marriage, the increase in divorce, and a third, 
somewhat distinct factor, the increase in widowhood, affecting primarily the elderly. 
The decrease in the prevalence of marriage and the increase in the rate of divorce in 
many developing and developed countries can be documented over time. There are ex- 
ceptions, such as Indonesia, where the incidence of divorce appears to have decreased in 
recent decades; this opposite trend is attributed to the universality of arranged early mar- 
riages, which are being slowly modified to allow individuals to exercise greater control 
over the timing of their marriage and to select their partner. The interpretation of trends 
in marriage arrangements may also be complicated by increased cohabitation between 
unmarried couples, which has presumably provided an increasingly accepted substitute 
for marriage in some settings. In certain regions of Latin America where the average 
age at civil marriage was relatively late at the start of the twentieth century, consensual 
marriages were common and may have provided a close substitute for legal marriage 
for groups with little property to transfer to their children [Nerlove and Schultz (1970)]. 
The share of women reporting themselves as in consensual unions is again increasing 
today in some countries of Latin America [Ribero (1999)]. 

Most empirical evidence of the prevalence of marriage is consistent with the sim- 
ple economic model of family demands and labor supply [Becket (1974)]. Increased 
productive opportunities for women in the labor market are associated with delayed 
age at first marriage and decreased prevalence of currently being married and living 
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with a spouse. The frequency of marriage is linked to changes in the jobs that women 
take, at least in the industrially developed countries and urban Latin America [Youssef 
and Hefler (1983); Knodel et al. (1987)]. One explanation for changing marriage pat- 
terns is then the increasing productivity of women compared to men in the labor mar- 
ket. According to cross-sectional patterns in family labor supply in industrial or urban 
economies, increasing the level of male and female wages by the same proportion is 
generally associated with an increase in women's participation in the labor market, a 
delay in age at first marriage, and diminished lifetime fertility [Schultz (1981); Layard 
and Mincer (1985)]. These developments are hypothesized to have reduced the net gains 
from specialization of husband and wife in market and nonmarket production, respec- 
tively, within lifetime marriages [Becket (1981)]. In those societies where women earn 
nearly as much as men, there are fewer marriages and a larger proportion of households 
are headed by women.ll In states within the United States that provided more gener- 
ous Aid for Families with Dependent Children (AFDC) benefits for mothers without 
husbands, marriages were less common for women in 1980 and 1990 [Schultz (1994b, 
1998)]. Much work remains to elaborate on these regularities and document the other 
factors that are implicated, such as the ratio of marriageable men to women in the rele- 
vant "marriage market" [Chiappori et al. (1997)]. 

Individual data have also been analyzed to estimate the determinants of age-at-first- 
marriage among women. More educated women marry later, even in cases where mar- 
riage is sufficiently delayed in the overall society to reduce overlapping with school, 
as in much of Latin America, and East and parts of Southeast Asia [Montgomery and 
Sulak (1989); Anderson and Hill (1987); King et al. (1986)]. The growing tendency of 
young, educated women to take paying jobs, financially encourages both them and their 
parents to delay entry into marriage. Few studies have yet examined how local market 
demands for female workers affect migration and the timing and duration of marriage 
for women, but it may be an important part of the story. 

Evidence from Thailand suggests that the family bargaining model may help to ac- 
count for variation in the prevalence of marriage. Demographic and anthropological 
studies of Thai society document that marriage was until recently nearly universal. 
About 95 percent of men and women reported themselves as having been married (once) 
by age 35 [in the 1960 Census cited by Knodel et al. (1987; Table 5.1)]. An infor- 
mal process of divorce traditionally has also been accepted with frequent remarriage 
[Smith (1981)]. In the 1981 Socioeconomic Survey of Thailand, 75 and 85 percent of 
the women and men, respectively, between the ages of 25 and 54 were living in the 
same household with their spouse. To explain who is currently married, the specializa- 
tion hypothesis as well as the bargaining model would suggest that marital gains would 
decrease with an increase in women's predicted wages and increase with an increase in 

11 Aggregate data were analyzed, for example, for Chile [DaVanzo (1972)], the U.S. [Frieden (1974); Becker 
et al. (1977)], and in Puerto Rico [Nerlove and Schultz (1970)]. More recent work on marital status has 
analyzed individual data [e.g., Boulier and Rosenzweig (1984); Jacoby (1995)]. 
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men's  predicted wages, other things equal. This is partly confirmed in Thailand, where 
the likelihood that a woman age 25 to 54 is currently married and residing with her 
spouse is lower the greater her predicted market wage opportunities. But Thai men are 
also less likely to be married if their wages are expected to be higher. The test of the 
bargaining model is clearer in the case of property income, where these sources of in- 
come are not tied to labor supply or the duration of schooling, the shadow price of time, 

or other market prices which could affect the gains from marriage. If the woman has 
more property income she is less likely to be living with a husband. On the other hand, 
the ownership of more property income is associated with a greater proportion of Thai 
men residing with their wife. 12 But the estimated effect of property income on marriage 
is nine times larger (and of opposite sign) for women than for men at similar levels of 

nonearned income [Schultz (1990b)]. Marriage, it would appear, is not a "normal good" 
for Thai women, although it is for men. According to the bargaining model, property 
income for women increases their "reservation utility", thereby reducing the proportion 

of women who find a sufficiently productive (attractive) male to marry. 
Other hypotheses could also account for these patterns of marriage and residence in 

Thailand, and the available survey data do not distinguish perfectly among them. The 
death of a spouse could increase an individual's wealth through inheritance, and would 
also shift the individual to the "single" category. About half of the female-headed house- 

holds in Latin America are widows [Mohan (1986); Rosenhouse (1988)]. Alternatively, 
women might be more inclined than men, upon divorce, to move back into the house- 

hold of their parents, other relatives, or children. Marital and residential histories that in- 
clude the timing of inheritance and transfers are needed to discriminate more adequately 

among these competing explanations for family formation patterns. Undoubtedly they 

will differ greatly in different societies, as does the family. 

4.1. Households headed by women: Multiple types 

Simple comparisons of income of female- and male-headed households are not very in- 
formative. Most male-headed households tend to include wives, while customarily few 
female-headed households include husbands. 13 In some surveys the husband is treated 

I2 These probit estimates of marriage also include controls for wage rates for the individual, transfer non- 
earned income (which has a similar sign pattern to property income by sex), age, and urbanization zone in 
Thailand. 
13 For example, Rosenhouse (1988) illustrates from the 1985 Living Standards Measurement Survey for Peru 
that 90 percent of the male-headed households currently include wives, while only 5 percent of the female- 
headed households include husbands. Her data also show that in Peru half of the female household heads 
are widowed, and they are older than the male heads. These groups are really quite incomparable and not 
particularly well structured to analyze particular sources of poverty in society. As discussed in the text, there 
are many possible causes for the increase in female-headed households. The greater longevity of women than 
men is one possible source. Another source would be the lower frequency of remarriage by women than men. 
Female household heads also work fewer hours than do male heads, even ignoring the contribution of wives 
to their households, and the higher average wages received by men than women. Multiple-earner households 
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as the de jure household head even when he is not recently resident in the household. 14 

Which women find themselves in families that are called "male-headed" or in "female- 
headed" will be influenced by custom, their resources, and other opportunities, as in 
Thailand. Several studies have found an association between wealth of individuals and 
decreased frequency of divorce, separation, and death of spouse [Becker et al. (1977); 

Peters (1986); Grey (1998)]. But the tendency in several parts of the world for the share 
of households headed by women to increase may be traced to a variety of sources, not 
all of which imply the same consequences. Improvement in health is associated with 
a disproportionate fraction of the elderly being female, and older widows have few 

marriageable males to choose from. This group may not have children to support, and 
though their consumption, housing, and health needs can represent important issues, 
these groups also may benefit from accumulating inheritances and private and public 

old-age support schemes. 
Another source of the increase in female-headed households in low income countries 

is migration, which affects women differently from one region to another depending 

on their skills and the changes in employment opportunities in the country. In Latin 
America, migration out of agriculture to the cities was led by women, as it was in Europe 
and North America. Urban job prospects for women were better than for men, and the 
ratio of women to men in some metropolitan areas of Latin America was as high as 1.2 
in the 1960s [Gregory (1986); Mohan (1986)]. As a result, many urban women did not 

marry, but they were not necessarily economically disadvantaged compared to those 
who stayed behind in the countryside. The prospects in Latin America for women to 

advance from urban jobs as domestic servants - holding constant their education - to 

ones in industry, commerce, and other services, may even be favorable compared with 
men. The overall productive status of women relative to men, as well as their survival 
prospects, is traditionally higher in the cities than in the countryside [Preston and Weed 

(1976)]. 
Unlike Latin America, migration flows in Africa were dominated by men, drawn (or 

driven) to the mines and plantations, domestic services, commerce, state enterprises, and 

government bureaucracies. Women remained on the land, often continuing to produce 

are also the rule, not the exception, in Peru. To advance our understanding of the determinants of poverty will 
require a modeling of the behavioral and biological selection of individuals into households of very different 
compositions. It is simply difficult to infer anything from the widely reported characteristics of households 
with male and female heads. 
14 It is easy to fault definitions of "head of household" when there is no consensus on the concept being 
measured or its use. There is a need to distinguish one individual around which to relate other household 
members, for the purposes of establishing kinship. There is also the idea of dominant economic provider or 
family elder whose authority is respected. But in the LSMS in C6te d'Ivoire the customary approach is to 
count females in the rural sector as belonging to a male-headed household even if the "head" resided in a 
distant city, more or less permanently. The increasing documentation of short-term seasonal or circulating 
migration in many low income countries underscores the need to measure household membership according 
to a variety of rules depending on how the data are to be used. For a list of some of the problems with the 
current data collection practices, see Rosenhouse (1988). 
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traditional food crops largely without the aid of modem agricultural inputs or technolo- 
gies [Boserup (1970); Ember (1983)]. African women initially suffered from lower lev- 
els of education than men [Schultz (1987, 1995a); Goldin (1995)], explaining perhaps 
why men were the first to migrate freely from the rural sector and were more successful 
in setting themselves up in urban livelihoods [e.g., Caldwell (1968)]. In Africa, there- 
fore, the high proportion of female-headed households (de facto) is not associated with 
offsetting economic benefits for women. In both Africa and Latin America, however, 
the divergence of male and female migration streams appears to have contributed to the 
relative decline in the two-parent household, and to the growth of other social problems. 

Women have increased their educational attainment compared to men in most low in- 
come countries in recent decades [Schultz (1986, 1995a, 1996)]. Associated with these 
educational gains, some data also confirm that wage rates and productivity of women 
have increased relative to that of men. Gains in the market productivity of women com- 
pared to men reduces the traditional spheres of specialization by women and men, and 
erodes the economic advantages of lifetime marriage [Becker (1981)]. It remains diffi- 
cult, however, to infer how these various developments and the increase in the propor- 
tion of female-headed households are causally related [Schultz (1981, 1990a)]. 

Households headed by women generally report lower per capita income than those 
headed by men. Market income differences between male- and female-headed house- 
holds may overstate the gap in welfare unless consideration is given to a broader concept 
of "full" income which also includes nonmarket production and time allocated to home 
production and even leisure. Even so, differences in "full" income between male- and 
female-headed households warrant more study. There may be more children to sup- 
port per adult in households headed by younger women than in those headed by men 
[Youssef and Hefler (1983); Barros et al. (1995)]. Changes in family structure can be 
viewed as the choices of consenting adults, but society may be involved in the impact on 
third parties - in this case, children dependent primarily on their mothers. If the phys- 
ical and mental development of children is adversely affected by this shift in family 
structure, then society may wish to intervene to reverse the trend or to compensate for 
its adverse consequences on children. 

Governments in more developed countries have for a century or longer sought to de- 
sign a "safety net" to help support female-headed households with dependent children 
[Palmer et al. (1988)]. The incentives built into most such assistance programs designed 
for lone mothers and their children have worried social observers, from Malthus (1798) 
to Murray (1984), for they could encourage women to separate from their husbands or 
to have births out of wedlock to become eligible for public support. The conditions of 
work for husbands in the poorhouses of nineteenth century England may have been de- 
signed to be onerous in order to reduce the attractiveness of relying on the Poor Laws 
for support [Besley et al. (1993)]. The United States has also tried to increase the like- 
lihood that a father pays for the support of his children, even if he does not reside with 
his child's mother, but child support payments in the U.S. elevate relatively few poor 
children out of poverty [Beller and Graham (1993); Currie (1995)]. Most high income 
countries today, with the notable exception of the United States, do not condition their 
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child support programs on the marital  status of  the mother, perhaps so as not to dis- 
courage marriage [Palmer et al. (1988)]. In the United States there is little evidence 
that existing welfare programs are responsible for higher fertility levels, but there are 
indications across states that welfare programs reduce the prevalence of  marriage, at 
least for white women [Schultz (1994b, 1998)]. Data from other countries suggest that 
widespread increases in the fraction of  female-headed households are not primari ly due 
to transfer programs, but rather are partly a response to the decreasing difference be- 
tween the labor productivity or wages of men and women. 

4.2. Sex differences in survival: Costs and household choice 

The composit ion of  the household is pr imari ly a choice of adults responding to their 
endowments,  possibilities for production and exchange, and preferences. In addition 
the intrahousehold allocations of resources can affect differentially the very survival of  
family members by sex and age, and thereby modify  further household composition. 15 
Analysis  of  these survival patterns sheds light on how the economic productivity and 
status of adult men and women may affect the costs to parents of  rearing boys and girls, 
and potentially influence the availability of  food and medical care for different family 
members.  These survival patterns may also clarify how individual and community re- 
sources as well  as the production environment of  agricultural households can change 
sex-specific survival rates. 

Dowries and brideprices arrived at in the marriage market  provide information on 
differences in adult l ifetime productivity of men and women. A dowry makes a daughter 
more marriageable.  Thus, a couple with four girls is required to save more from the 
same lifetime income to accumulate the two extra dowries they will need to assure 
their daughters suitable husbands, than a more typical couple who has two daughters 
and two sons (assuming the typical couple does not share in the dowries their sons 
receive in marriage). Elaina Rose (1995) and Deolal ikar  and Rose (1995) have shown 
that in India the revelation at birth of  the sex of a child has an immediate impact on 
the family 's  subsequent consumption (and savings) level, just  as we would expect from 
such a lifetime windfall  capital loss (or gain). The birth of  a girl leads the family to 
increase its savings, and correspondingly to reduce its consumption, while increasing 
the husband's  market  labor supply and reducing his leisure. 

In most parts of  the world females live longer than males, presumably because given 
roughly comparable living environments and consumption possibilities, females are less 
frail than males [Preston and Weed (1976); Verbrugge (1985); Waldron (1986); United 

15 Based on ultrasound examination of the fetus or amniocentesis, sex-selective abortion can also permit 
parents to alter the sex composition of their births. Where there are strong preferences in a society for a 
particular sex of a child, these technologies are linked to growing imbalances of the sex ratio at birth. The 
ratio of male to female births tends to increase notably (e.g., from 1.05 to 2 or more) for higher order births 
today in China and Korea [Zeng et al. (1993); Schultz (1997)] and possibly in other Asian areas [Miller 
(1998)1. 
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Nations (1982)]. Apparent ly this survival advantage enjoyed by females has grown 
wider in many countries in this century [Preston and Weed (1976); Trovato and Lulu 
(1996)]; in earlier centuries age-specific mortali ty estimates do not suggest a similar 
widespread sex imbalance, although there have been suggestive time series variations 
[Klasen (1998)]. Yet there are well-documented contemporary exceptions, such as in 
North India where early child mortali ty still occurs more frequently for girls than boys 
[Visaria (1971); Mil ler  (1981); Das Gupta (1987)]. This previously noted reversal of  
the more common gender difference in child mortali ty in parts of South and West Asia 
is attributed to different access between boys and girls in otherwise similar families to 
food, home care, and to medical  interventions [Sen (1976); Chen et al. (1981)]. 

The level of dowries for brides in India is one quantifiable facet of the higher net 
costs incurred by parents to rear a girl to maturity than a boy, and might explain part 
of  the relative neglect of  daughters by parents where dowries are on average relatively 
large [Miller (1981, 1997)]. Where the local economy's  derived demand for labor fa- 
vors female labor relative to male labor, wages for women relative to men should in- 
crease, and labor force participation of women is also l ikely to rise. In such districts 
where women are relatively more productive in the market labor force, the net costs of  
rearing gifts compared to boys are lower because the parents might expect to capture 
some of these productive advantages realized by their daughters working before they 
marry, and because local dowries required by a groom's  family would be lower due to 
the higher present discounted value of  a br ide 's  future wage opportunities. 16 As noted 

earlier, district- and household-level data for rural India in the 1960s indicate that as 
conditions favor more women to work outside of their family (i.e., instrumental vari- 
able estimates) there are improvements in female relative to male child survival rates 
[Rosenzweig and Schultz (1982b)]. The greater productivity of females is thus one ex- 
planation by the increased investment of  families in the health and survival of  females. 

Sub-Saharan Africa is often contrasted with South Asia, for in both regions women 
have received a small  fraction of  the education that men have, and thus women's  produc- 
tivity is substantially lower than men's ,  on average. But in sub-Saharan Africa women 
engage in many forms of  production, joint ly with their husbands and separately on their 

16 Other factors have also been linked to the marriage comparative advantage due to specialization and market 
determination of dowries. When population growth accelerated in many low income countries after the Sec- 
ond World War, due primarily to a decline in child mortality, a predictable shortage of grooms emerged two 
decades later. Slowly the supply of marriageable-aged women increased relative to the supply of marriageable- 
aged (older) men. The evolution in the age composition of the population has been attributed a role in the 
secular increase in dowries in India [Rao (1993)]. The widespread trend of female educational attainments to 
catch up to that of males [Schultz (1995a)] has also contributed to delaying the age when women are inclined 
to marry, presumably because marriage and continuation of schooling for the woman are relatively incompat- 
ible. These pressures have led not only to a decline in the years of educational attainment gap between men 
and women in the same age cohort, but also a decline in the age gap between husbands and wives. Both the 
closure of the education and age gaps between spouses is likely to decrease the gap between the economic 
productivity of husbands and wives that is an important source of the gains from marriage. 
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own plots and in their own businesses. This greater parity of women and men in pro- 
duction outside of the home in sub-Saharan Africa is a possible explanation for why sex 
differences in childhood survival in Africa are more similar to the rest of world than to 
South and West Asia [United Nations (1982)]. 

Systems of household demand equations are generally specified as depending on to- 
tal income and market prices. Household's composition is employed as a deflator for 
income, to obtain a needs-based welfare measure of household income per "consumer 
unit", which implies that demands are conditioned on composition and statistically that 
household composition is uncorrelated with the disturbance in the estimated demand 
relationship [Deaton et al. (1989)]. As emphasized in Section 3.4, this approach has 
serious limitations. If there were a valid consumer equivalence scale, and household 
composition were not affected by its members' choices, e.g., fertility and extension, 
household income or total expenditures could then be divided by the sum of house- 
hold members, as weighted by their equivalent consumption scale, to obtain the average 
welfare level of household members [Gronau (1988)]. With no consensus on an equiv- 
alence scale, methods for estimating this scale have been invented. The most common 
practice is to regress the share of total expenditures for a specific group of goods across 
survey households on (1) the log of total income, (2) the log of household size, and 
(3) a series of variables representing the share of household members in each relevant 
age and sex group [Deaton and Muellbauer (1980); Deaton (1986)]. The coefficients on 
these age and sex group variables represent the proportionate difference between the 
income "requirements" of that group and the excluded group, say prime-age males. By 
considering an expenditure group that does not exhibit unitary income elasticity, such 
as food, compensating variations in income (expenditure) can be derived as would leave 
the household's welfare constant while changing its age/sex composition. A "discrim- 
inatory bias" within the family in expenditures according to sex can thus be estimated 
from the difference between the coefficients on male and female age groups [Deaton 
(1989)]. 

In rural Kenya, for example, Evenson and Mwabu (1996) found that household ed- 
ucational expenditures were of a similar magnitude regardless of whether children age 
7 to 14 in the household were boys or girls, but girls between the ages of 15 and 19 
were associated with only half the household educational expenditures as boys in these 
ages. They conclude that the high cost of continuing into secondary schools was more 
frequently accommodated by families for boys than for girls, a reality that is confirmed 
from Kenyan sex-specific school enrollment rates. Their evidence suggested that these 
poor rural Kenyan families were allocating nearly a fifth of their expenditures to the 
education of their many children. Because expenditure surveys rarely report who in 
the family benefits directly from specific expenditures, such as those on education, the 
analysis of intra-household allocation of resources among members is difficult. Without 
direct information on which child benefits from educational expenditures, the estimation 
approach of Evenson and Mwabu provides at least an indirect estimate. 

I have considered in this section some of the complex factors behind the growing 
share of female-headed households evident in many parts of the modem world. A1- 
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though the precise causes of this trend and its consequences are poorly understood, it 
is closely associated with societies investing more equally in the human capital of men 
and women. Where women's human capital relative to that of men is lowest, there is 
further evidence of differential survival favoring men, just as it is for schooling and 
training in the labor market. Section 5 surveys the evidence on the private and social 
returns to investments in women's and men's human capital, to assess whether regional 
patterns in gender distribution of human capital could be an efficient response to distinc- 
tive conditions in these regions, or whether these patterns appear to be inefficient social 
and private allocations of investment resources that might help to account for secular 
economic growth trends in these various regions. 

5. Investment in women's human capital: Measuring returns 

It is widely believed that investments in human capital account for much of the secu- 
lar growth in economic output per individual worker, per adult in a household, and per 
capita in an aggregate economy. To summarize the many forms that human capital can 
take, economists have in recent years considered a growing array of processes, some 
relatively well understood, for which the production process has been repeatedly rep- 
resented, quantitatively and statistically. In the case of schooling, the internal rate of 
return can be derived from streams of direct and opportunity costs set against the later 
increased market productivity of the person, if he or she survives [Becker (1964)]. But 
in many other forms of human capital, the biological and behavioral mechanisms de- 
termining accumulation are less well understood, and the consequences of these forms 
of human capital for individual lifetime labor productivity per unit time worked are 
more uncertain. The internal rates of return to these forms of human capital accumu- 
lation other than schooling are therefore not well established, because the investment 
cost components of the human capital accumulation process are less precisely defined 
(e.g., what share of the cost of nutrition is attributed to investment and what share to 
consumption?), and the private and social returns are also more uncertain when the in- 
vestors in human capital allocate more of their time to nonmarket production activities 
for which the value of output is difficult to price (e.g., reduced child mortality). Two 
directions have been followed, estimating wage functions and production functions. 

5.1. Estimating wage functions without bias 

The literature on human capital returns was first built on evidence of schooling returns 
to males [Becker (1964)], where the conceptual ambiguities were least serious and the 
data most satisfactory. For women, and for the many important forms of human capi- 
tal other than schooling, such as health and migration, more research is needed to deal 
with the major sources of statistical bias [Schultz (1995a)]. In poor agricultural house- 
holds, women tend not to work for a wage. Thus, the first and foremost problem is 
constructing a satisfactory model to explain which women in the agricultural household 
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work off-farm for a wage rate, and this off-farm labor supply decision (selection into 
the wage earner sample) must be assumed to depend on observed variables that do not 
theoretically enter into the market wage offer or modify the person's labor productivity 
as a wage worker [Heckman (1979); Huffman (2000, this volume)]. The natural iden- 
tifying exclusion restriction to motivate the sample selection correction model of the 
woman's wage equation is an exogenous source of variation in the woman's nonmarket 
productivity that would not be relevant to her market productivity or wage rate. One 
possible source of such variations might be nonlabor income, such as inherited wealth 
or other nonearned income sources [Schultz (1990b, 1995a)]. These identifiers of the 
wage participation equation might include attributes of the agricultural household that 
would either raise the woman's labor productivity in agricultural work within the family 
enterprise or increase the value of the woman's product in home production and leisure 
activities, but have no theoretical reason to affect off-farm wages. For modeling the be- 
havior of the agricultural household, land and fixed capital of the farm are often treated 
as quasi-fixed factors and assumed predetermined for the time allocation decisions of 
family members. But it is important to stress that it is not appropriate to rely on the 
number and age of children in the household to determine time allocation, particularly 
for the wife, for these variables merely reflect fertility decisions of the couple that are 
likely to be jointly determined with the lifetime plan for the woman's allocation of her 
time among home, farm, and off-farm production activities. Another factor that could 
be particularly important in the off-farm labor force participation decision would be the 
transportation costs associated with the distance between the farm household and non- 
farm employment opportunities, and the analogous effect of the household's remoteness 
on the diffusion of information about job opportunities in neighboring areas. 

Correcting for possible sample-selection bias in estimating the wage function from 
wage earners, a number of studies have assessed separately for men and women the 
wage returns to schooling. A variety of other human capital stocks have also been in- 
cluded in some studies: (1) anthropometric indicators of nutritional status such as adult 
height as a lifetime proxy for the balance of nutrients and the burden of disease ex- 
perienced in childhood [Fogel (1994); Strauss and Thomas (1995, 1998)]; (2) weight 
divided by height squared, or the Body Mass Index (BMI) as a nonmonotonic proxy 
for current malnutrition or health status [Fogel (1986)]; (3) current intakes of calories, 
proteins, and other micro-nutrients as short-run inputs required for physical and possi- 
bly mental labor [Thomas and Strauss (1997)]; (4) duration of acute spells of disabling 
illness (or injury) reported during a retrospective reference period of a month or two 
weeks [Schultz and Tansel (1997)]; (5) functional limitations in performing Activities 
of Daily Living (ADL) [Strauss et al. (1995)1; (6) subjective categorical assessments of 
personal health; and finally, (7) migration and the mobility of labor that is associated 
with workers finding locations where they can be more productive, which tend to in- 
crease with development and specialization [Sjaastad (1962); Gisser (1965); Kuznets 
(1971); Schultz (1982, 1995a)]. Migration and formal education of the worker may also 
weaken the capacity of the family at origin to determine the lifetime employment op- 
portunities of its children, and consequently migration and education may themselves 
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reduce the importance of apprenticeship vocational training that traditionally occurs 
within the family. 

There has been a long debate on how to get behind the direct correlation between 
these stocks of human capital and wage productivity to disentangle the causal effect 
of human capital on wages for a representative member of the population [Griliches 
(1977)]. The most common concern has been that other factors affecting labor produc- 
tivity are omitted from the analysis when estimating the effect of human capital on wage 
rates, and these omitted factors may be correlated with the observed stocks of human 
capital, and these factors can sometimes be plausibly implicated as a factor determin- 
ing who receives the observed human capital investments. For example, the "ability" 
of the individual is expected to raise their productivity, and might reasonably increase 
also their receipt of schooling (or other human capital inputs). The analogous argument 
is made that family wealth may permit parents to borrow at lower interest rates to in- 
vest in their children's schooling [Becket (1967); Jacoby (1994); NaRanong (1998)], 
or that family wealth increases the demand for children's education because the child's 
education is viewed by the parent as a normal consumption good. Family wealth and 
connections may be used to obtain for children better-paying jobs, or wealthy parents 
could invest in other unobserved forms of human capital for which the wage returns are 
misattributed to observed human capital, i.e., education [Lain and Schoeni (1993)]. 

This omitted-variable bias is compounded by errors-in-measurement bias that arises 
if the human capital stock variable is itself not reported accurately or measured pre- 
cisely. Griliches (1977) among others illustrates how efforts to "control for" omitted 
variable bias that might be expected to otherwise overstate the wage returns to human 
capital will also augment the errors-in-measurement bias that would understate the wage 
returns to the poorly measured human capital inputs. The net effect of these often off- 
setting sources of bias is not obvious, and a proposed solution used increasingly in 
economics is to specify a suitable instrumental variable that is correlated with the hu- 
man capital stock. For example, a locality-specific variation in the price of an input to 
produce that form of capital can serve as an instrumental variable, such as the local 
school tuition or distance to a school, or in the case of health the price of nutrients or 
the distance to health care. Of course this local price or program variation must explain 
a sufficient amount of the variation across a sample of persons in their human capital 
investments, and it must not be correlated with the unexplained variation in wage rates. 

The studies by Angrist and Krueger (199 la, 199 l b) of U.S. data illustrate that instru- 
mental variable estimates of the wage return to schooling can be as large or larger than 
the direct ordinary least squares (OLS) estimates. In many contexts the returns to school- 
ing are not overestimated by OLS methods, and therefore the errors-in-measurement 
bias might appear to be larger (in a negative direction) than the omitted-variable bias (in 
the positive direction) [Card (1998)]. The same conclusion can be drawn from studies of 
wage functions in the West African countries of Ghana and C6te d'Ivoire that simulta- 
neously control for schooling, height, BMI, and migration [Schultz (1995b)]. Although 
these four proxies for human capital are positively intercorrelated, suggesting that the 
inclusion of all is likely to reduce the returns estimated individually, each retains much 
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of its own contribution to explaining wage variation. Moreover, the significant effects 
of schooling on wages are reduced by at most 15 percent by the inclusion of the other 
nutrition, health, and migration variables. Instrumental variable estimation methods de- 
signed to correct for sources of bias in the wage function do not, in this West African 
case, change statistically the returns to education and migration, but increase markedly 
those to nutrition and health, as proxied by adult height and BMI)  7 The returns to all 
four forms of human capital are similar for men and women, even though women have 
received substantially fewer years of schooling than men in these two countries. There 
is a growing body of evidence in a variety of countries that rates of return to schooling 
of men and women in wage employment, when they are corrected for sample selec- 
tion bias, are of a similar magnitude for both sexes. In countries where women have 
received substantially less education than men, the returns tend to be higher for women 
than for men at the secondary and higher educational levels [King and Hill (1993); 
Schultz (1995a); Mwabu and Schultz (1996)]. 

Also mounting is evidence collected by economic historians [Floud et al. (1990); Fo- 
gel (1994); Steckel and Floud (1997)], epidemiologists [Waterlow et al. (1977); Spurt 
(1983); Falkner and Tanner (1986); Waterlow (1988)], and development economists 
[Strauss (1986); Strauss and Thomas (1995, 1998); Knaul (1998); Ribero and Nunez 
(1998)] that improved nutrition and health are important determinants of stature, labor 
productivity, and time allocation [Khandker (1987, 1988); Binswanger et al. (1980); 
Kimhi (1994); Sahn and Alderman (1996)]. Persuasive as these conceptual and empir- 
ical studies are, they have not been assembled into the form that one needs to infer the 
internal wage rate of return to private or social investments in child and adult nutri- 
tional status, as they impact on the present value of the individual's lifetime productive 
capacity. Most investigations find nonlinear relationships between increases in nutri- 
tional status and productivity, where economic returns to constant physical increments 
of nutritional inputs diminish with increasing scale. These nonlinearities imply different 
groups will benefit by different amounts given comparable increments to their nutrition 
or anthropometric status, and therefore, if the nutritional and health improvements can 
be effectively targeted to the poor, they are likely to have larger proportionate effects on 
lifetime productivity. Simple measures of nutritional status can also be excessive (i.e., 
BMI above 28 implies obesity) and hence counterproductive in terms of labor productiv- 
ity, mortality, and morbidity. Nonetheless, the limitations of existing analytical methods 
and small samples do not provide precise estimates of the counterproductive effects of 
excessive B MI (or height) in poor countries [Schultz (1995b)]. Public health and disease 
abatement programs and nutritional intervention schemes must be costed-out and im- 
plemented iria random experimental program in order to assess how much they increase 
nutritional outcomes and adult wage productivity for different target groups [Newman 
et al. (1994)]. This process should define the circumstances under which the produc- 
tive payoff to such public investment programs will justify the commitment of public 

17 The Hausman specification tests suggest that education should be treated as exogenous, whereas height 
and BMI appear to be endogenous or measured with error [Schultz (1995b)]. 
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resources. Then  it will  be  possible to compare  confidently the private monetary  returns 

to nutr i t ion and health programs us ing the same metric  as with the private wage returns 

to schooling [Becker (1964); Mincer  (1974)]. 

The impact  of  h u m a n  capital on wage productivi ty does not  exhaust  the issues in- 

volv ing  h u m a n  capital returns when  it comes to compar isons  of  w o m e n  and men.  First, 

w o m e n  tend to allocate more  of  their t ime than m en  to nonmarke t  product ion activi- 

ties, and our assessment of  the returns to h u m a n  capital is pr imari ly  based on market  

wage differentials. The correct ion for sample selection bias m ay  deal with the unob-  

served differences be tween  those individuals  who work in the market  sector and those 

who do not. But  for nonwage  workers, labor productivi ty returns to h u m a n  capital will  

r emain  more  difficult to gauge, aggregate, and value [Michael (1982); Haveman  and 

Wolfe (1984)]. 

Studies that have separated self employed  f rom wage earners have not  general ly  

found  salient differences in the percentage increase in hour ly  earnings  associated with 

an addit ional  year  of  schooling [Chiswick (1976, 1979); Fields and Schultz (1982); 

Ben-Porath  (1986); Strauss and Thomas  (1995)]. It would  be preferable, however,  to 

analyze the range of  employmen t  opportunit ies  faced by a more  educated worker, in- 

c luding whether  to migrate to the urban  sector, and whether  to work as self employed  
or in wage employment .  Vijverberg (1995) has been  able to do this with a sample f rom 

C t t e  d ' Ivoi re ,  and decompose  the market  returns to educat ion for w o m e n  and m e n  into 

that por t ion that accrues due to each of  these real locations of  the t ime of bet ter-educated 
workers to the sectors where their labor is more  highly rewarded.iS However,  for those 

workers entirely in nonmarke t  product ion  or working  in an unpa id  capacity in a family  

enterprise, the at tr ibution of h u m a n  capital returns may  still be  obscured. Yet at this t ime 

there is little evidence on the magni tude  of this bias, or even its sign. 

18 Another intersectoral allocation of labor occurs between the private and public sectors. Glick and Sahn 
(1997) evaluate the returns to men and women in Guinea from education, and how it differs between self 
employment, private wage sector, and public wage sector, and they find public sector jobs provide a larger 
wage premia for educated workers, particularly for women. Van der Gaag and Vijverberg (1987) also report 
substantial wage differentials between public and private sector wages in C6te d'Ivoire, but after they control 
for education and other worker characteristics in a switching regression framework that corrects for the self 
selection of workers into the sector where they are most productive, the public-private wage gap is eliminated. 
It the goal is to decompose the total gain from education or another form of human capital into that which 
arises from migration and from gaining access to particular sectors of employment, a more complicated 
structural model of the sector allocation of labor is required. But estimates of this structural decomposition 
will depend critically on additional controversial identifying restrictions, which if they are incorrect could 
distort any interpretation of the data. Reduced form wage equations based on the entire population within 
a relatively closed labor market is therefore the best starting point for an analysis of schooling, health, and 
nutrition returns [Schultz (1988)]. Comparisons of the efficiency of female and male farm operators also 
found few cases where schooling increased the profit of the farm operator more or less for men or women 
[Moock (1976); Guyer (1980); Dey (1981); Buvinic et al. (1983); E Rose (1995); Lilja et al. (1996); Alesina 
and Djata (1997); Smith and Chavas (1997); Yang (1997)]. 
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5.2. Gender productivity differences from production functions 

Production functions are used to summarize the production possibilities confronted in 
agriculture, and to estimate the marginal products of inputs used in a specific combina- 
tion [Heady and Dillon (1961)]. But when men and women work jointly in producing 
agricul~ral outputs, estimates of the marginal productivity of men relative to women 
are generally not estimated with much precision [Quisumbing (1996a, 1996b); Jacoby 
(1992, 1995); Fafchamps and Quisumbing (1998a, 1998b)]. This problem may arise 
because the allocation of family labor to production is endogenously determined, and 
therefore affected by productive factors omitted from the production analysis, such as 
management skills (e in Equation (7)), or affected by the preferences of family members 
toward work and leisure [Mundlak and Hoch (1965); Singh et al. (1986)]. This problem 
may be exacerbated because men and women often perform distinctive functions in the 
natural sequence of agricultural production activities, and thus they are not generally 
good substitutes for each other within some functions, e.g., men do not often plant rice 
or women plow. Moreover, the success of one stage in the production process can then 
augment the relative demand for male and female labor in a later stage. For example, 
if the plowing and planting labor is approximately predetermined by the plot size and 
quality, the labor required for harvesting will depend also on how good the weather was 
up to the harvest, or the extent of pest infestation, etc. [Laufer (1985)]. For example, 
assume the share of women's labor in the total labor input over the entire season is an 
increasing function of the size of the harvest, because women are called upon to as- 
sist in harvesting only when the crop is plentiful. Under these assumptions, unobserved 
weather productive effects would be attributed in estimating a normal (OLS) single- 
stage production function to women's labor productivity, biasing upward production 
function estimates of women's marginal product. Only when labor and other agricul- 
tural inputs are properly endogenized, and the stages of the production process suitably 
modeled, is it likely that estimates of the production function will become a satisfactory 
basis for inferring the marginal product of male and female labor. These difficulties are 
reviewed in Quisumbing (1996b), and reinforce our initial reliance on comparisons of 
male and female wage rates, even when the proportion of women in the wage labor 
force is relatively small. 

Another dilemma arises in using family farm production data to infer the productivity 
of labor. How should the education of the men and women in the family labor force or 
hired labor force be appropriately aggregated? Much of the early evidence of produc- 
five returns to schooling in small-scale agriculture in poor countries was based on the 
schooling of the male head of household [Jamison and Lau (1982)]. It was reasoned that 
the farm management decisions for which education was decisive fell on the male head 
of the farming family, and thus his education would be important and his spouse's edu- 
cation would not. Others have debated whether to include the average education of the 
family labor force, or the highest education of any family worker under the presumption 
that a younger family member who was not head could, if well educated, solve the pro- 
duction problem and guide the others to follow his or her plan [Yang (1997)]. Jolliffe 
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(1997) finds evidence in the Ghana Livings Standard Survey of 1988-89 that the high- 
est education or average education of the family labor force performed better than the 
head's education in empirically accounting for farm profits, total income or nonfarm 
income. But this conclusion does not resolve our need to jointly assess the economic 
return to schooling for both the husband and wife. 

Finally, agricultural production functions have been used to clarify the adoption of 
agricultural innovations, the diffusion of new technologies, and the distribution of ben- 
efits from this process that accounts for much of the growth in agricultural productivity. 
The first insight was that the rate of technical change or increase in farm yields was 
positively related to the amount of extension activity per farmer within a (U.S.) state, 
and by the educational attainment of farmers in that state. But extension activity and 
farmer education were found to be substitutes for each other, suggesting that the ben- 
efits of extension were concentrated among the least educated farmers who could not 
otherwise decipher quickly the new technological options that would be most profitable 
[Welch (1970); Huffman (1974, 1976, 1980); T.W. Schultz (1975)]. Extension activity 
was therefore a leveling force that promoted greater income equality in the context of a 
technologically dynamic agricultural sector such as was observed in the United States. 
These patterns were then replicated in many low income countries [e.g., Moock (1976); 
Jamison and Moock (1984); Birkhaeuser et al. (1991)]. The conclusion was that there 
must be a pool of new technology worth extending to farmers and an efficient exten- 
sion service. Again it was found that the extension activity, in this context, had greater 
benefits for less educated farmers. 

5.3. Agricultural crops, extension, and the environment 

It has been argued that the colonial administrators did not look with favor on female 
farming systems in Africa, and Boserup (1970) has documented the results of this pat- 
tern of governance. She argues that agricultural extension systems promoted cash crops 
to engage the idleness of men who as seen by the Europeans did little work in traditional 
agricultural systems in Africa. Land rights of ownership and use that were enjoyed tra- 
ditionally by women were gradually assigned to men. New technologies that were de- 
veloped and introduced to enhance the productivity of agriculture had the effect of then 
increasing the productivity of labor in cash crops relative to subsistence food crops. As 
a consequence, the economic productivity of men relative to women in African agri- 
culture tended to increase. These colonial efforts to promote agriculture tended to be 
perpetuated by the subsequent independent nations with a continued focus on raising 
the yields and profitability of cash crops for export. This emphasis on cash crops could 
most readily be explained by the same motives as occupied the colonial regimes - ob- 
taining a reliable source of government revenue, whether the export crop was coffee, 
cocoa, or cotton. 

The traditional shift from hoe to plow agriculture with economic development often 
led to a reduction in the burden on women as the mainstay of the workforce in agri- 
culture, although it might eventually have increased the demand for female labor again 



Ch. 8: Women's Roles in the Agricultural Household 433 

after irrigation permitted multiple cropping of the land in each year, raising the share of 
labor required for weeding and transplanting, tasks for which female labor may be more 
productive than men's [Boserup (1970)]. But in Africa, where draft animals were rare 
(due partly to the endemic tsetse fly), this displacement of women from the burdens of 
subsistence agriculture did not proceed as rapidly or as widely as in Asia or Latin Amer- 
ica. Nonetheless, the shift in the mix of crops grown in agriculture toward cash crops 
was often associated with male domination of the new, often more profitable, crops. But 
there were exceptions as well. Many of the successful cocoa farmers of Ghana were 
women [Hill (1963); Guyer (1980)]. With their enormous disadvantage in educational 
attainment compared to men, and their challenged rights to use the land and offer it as 
collateral for credit, African women have continued nonetheless to dominate the agri- 
cultural sector [Evenson and Siegel (1998)]. 

This process of the introduction of cash crops is well documented in West Africa 
where irrigation made rice a commercial crop, shifting it from a traditionally female 
crop to one dominated by males [Dey (1981); Jones (1983); Von Braun and Webb 
(1989)]. In East Africa coffee also became a cash crop, and one more often produced 
by males than females. Whatever the causes for this evolution of commercial crops in 
Africa, the result was that women, who obtained a small fraction of the schooling that 
men received, often lost control of the new, more profitable crops to men [Murdock and 
Provost (1973); Ember (1983); Kennedy and Cogill (1986); Smith and Chavas (1997)]. 
The crops that benefited most from agricultural research and development efforts in 
Africa, and the gender bias in the extension effort toward male farmers, is attributed by 
Boserup (1970) to the colonial administrators. I have not encountered alternative expla- 
nations for the resulting gender bias in the redistribution of resources. But the differ- 
ential educational attainment of men and women in Central, East, and West Africa is a 
significant anomaly that needs to be explained, for it does not prevail in southern Africa. 
This unequal investment in education placed women in most of sub-Saharan Africa at 
a great disadvantage in deciphering what was most profitable in the new spectrum of 
agricultural crops, modern varieties, and inputs. 

Birkhaeuser et al. (1991) find the extension systems of Africa are far from uniformly 
successful, but they have been on average cost-effective. As Boserup (1970) argued, 
they initially tended to be dominated by male extension agents and were relatively in- 
effective in transmitting their technologies to female farmers. But these agricultural 
extension institutions have in some countries changed their practices, and female agents 
have been hired and trained to reach more effectively female farmers. When the gender 
bias in contacts or visits between the extension agents and farmers is allowed for, it has 
been shown that female farmers are as effective as males in increasing their yields in 
response to new technological inputs. The effects of female extension staff are partic- 
ularly positive for female farm managers. In Burkina Faso the yields of female farm 
managers appear to be higher than male farm managers in millets and maize, whereas 
male managers are higher than female managers in cotton and groundnuts [Evenson 
and Siegel (1998)]. Modeling the gender of the farmer and the agent appears to be an 
essential aspect of the process of technology transfer, learning by doing, and diffusion. 
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Environmental degradation is often seen as an example of market failure in the man- 
agement of a resource for which social externalities are not taken into account by pri- 
vate decision-makers. Women's specific production tasks in the rural sector are often 
linked to the negative social externalities of removing forest coverage, depleting the 
neighborhood's supply of fuelwood, reducing the fertility of commonly held land, and 
accelerating erosion due to overgrazing of the commons. Because of the gender division 
of labor in many settings, the costs of environmental degradation may be borne dispro- 
portionately by women. For example, women must spend more of their time fetching 
fuel from greater distances, or they must reduce their livestock herds that depend on the 
degrading common resources [Meinzen-Dick et al. (1997)]. It is also argued that the 
intensification of agriculture is related to a decline in women's productive contribution 
to agriculture [Ember (1983)]. Fertility and population growth depends sensitively on 
women's educational attainment relative to men's [Schultz (1997)]. Population growth 
has also been attributed a significant role in India reducing forest cover and increasing 
degradation of the land [Foster et al. (1998)]. Reducing environmental degradation is 
yet another possible beneficial social externality attributable to society's investments in 
women's education and productivity which is likely to reduce fertility and dampen the 
pressure of population on the environment. 

5.4. Externalities of women's human capital 

Human capital is complex because it functions as both a consumption and investment 
good, being valued for itself and for the increased productivity it imparts to the worker. 
But these consumption benefits of human capital do not alter the rationale for estimat- 
ing productive returns in the labor market as a lower bound on the full private returns 
received by the individual or family that would combine observed productive returns 
and the unobserved consumption returns. 

It has also been argued that human capital is the source of social externalities, or 
benefits, that are not captured by the nuclear or even extended private family who is 
called on to sacrifice current consumption to invest in human capital. If  this were true, 
then there is a case to allocate public resources to subsidize the socially optimal level of 
human capital investments, or at least treat these externalities as defraying the current 
public costs of human capital formation programs in schools, public health programs, 
family planning, etc. With the exception of investments in public health to reduce social 
exposure to communicable diseases, there are few well-documented examples of social 
externalities of human capital. There is little empirical evidence that an economy or la- 
bor market functions better in the aggregate because its population is better educated, 
over and above the private returns to education that are captured by better-educated 
workers and form the basis of estimates of wage returns. There are no widely accepted 
estimates of the externalities for economic growth arising from subsidies for the adop- 
tion and use of birth control in family planning programs. Although these notions have 
remained plausible to program advocates, they have been difficult to substantiate em- 
pirically in the form of scientifically defended estimates of production functions that 
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quantify social spillovers from private investments in human capital. The exception, 
however, may be women's education, as alluded to earlier. 

It is widely believed that there are social externalities beyond the private family that 
arise from female schooling, largely because female education impacts a variety of 
household production processes that synergistically foster the accumulation of human 
capital in the next generation of children. Women's schooling is associated with a re- 
duction in child mortality among her children, whereas the impact of men's schooling 
is less substantial [Heller and Drake (1979); Schultz (1980); Cochrane et al. (1980); 
Mensch et al. (1985); Schultz (1994b, 1995a)]. There need be no market failure here, 
because a woman's family privately internalizes these gains. But societies also value 
child health, and thus allocate public resources to public health programs, and in par- 
ticular preventative child health interventions. Similarly, publicly subsidized schooling 
occurs due to a consensus that increasing school enrollments yields social benefits that 
outweigh the public outlays. And a mother's education generally has a larger impact on 
children's schooling than the father's education [cf. King et al. (1986)]. 

There is one challenge to this interpretation of the empirical record that needs more 
study, but because it relies on the roles of unobservable variables, such as preferences of 
the parents, it is more complicated to describe. Suppose men who prefer to have fewer 
and better educated children seek wives who are better educated and thus more pro- 
ductive in producing human capital in children. These (unobserved) preferences of men 
for lower fertility and higher "quality" children would lead them to make the necessary 
sacrifices in other areas (i.e., reduce their other consumption) to marry better- educated 
women, or more specifically, better educated women than they would be expected to 
marry, on average, in the normal functioning of the marriage market. In this case, it 
becomes ambiguous whether the lower fertility and increased child schooling associ- 
ated with a mother's schooling is a causal effect of the home productivity of a woman's 
schooling, the preferences of women for higher quality children, or an incidental out- 
come of the marriage matching process and men's and women's preferences. 

In rural Bangladesh and India empirical evidence has been assembled, conditional on 
a structural model, that suggests part of the correlation between women's schooling and 
their children's schooling is due to the marriage matching process and consequently can 
be more appropriately attributed to men's preferences than to women's differential pro- 
ductivity in schooling their children [Foster (1996); Behrman et al. (1997)]. The Indian 
study first notes that women's schooling does not contribute to increased agriculture 
productivity, whereas men's schooling has been linked since the 1960s to the adoption 
of new agricultural technologies and consequently to increases in rural incomes [Foster 
and Rosenzweig (1995)]. Women's and men's schooling may also not earn much of a 
private return in the labor market for casual routine rural wage labor in India. A re- 
maining possible economic reason of rural Indian and Bangladeshi families for send- 
ing girls to school in increasing numbers is that the better-educated women are able 
to increase the schooling (and health) of their children. Men who want better-educated 
(healthier) children are thus motivated to marry a better-educated woman with increased 
productivity in producing child human capital. An improved understanding of the joint 
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determination of the marriage market and these home child human capital production 
processes could affect the magnitude of estimates of the technological productivity of 
female education on child human capital, and plausibly reduce them in circumstances 
where women's schooling is privately valued by men mainly for its productive effects 
on child-rearing. 

The final potential externality of schooling relates to fertility, which is widely found 
to be inversely related to women's schooling [Schultz (1981, 1994a); Cochrane (1979); 
Cochrane et al. (1980)]. If family planning programs are currently subsidized by the 
state because a reduction in fertility is thought to impart a social benefit, then increas- 
ing the schooling of girls should also be subsidized for it is associated after about a 
decade with diminished fertility. In this instance, not all societies base their support for 
family planning on the desirability of reducing fertility; some endorse these programs 
to improve women's lifetime welfare opportunities and strengthen their reproductive 
rights. There are also a handful of instances in Africa where the first few years of fe- 
male education seem to have little effect on a woman's fertility, perhaps because of 
the low quality of available education, or the counterbalancing effect of schooling on 
improving reproductive health and avoiding sexually transmitted diseases that induce 
subfecundity and prevent some women from having the number of births they want. On 
balance, the evidence suggests that increments to the schooling of men, holding constant 
the educational attainment of women, are associated in low income countries with in- 
creases in fertility, although this pronatal effect of male education seems to diminish as 
the country develops and child labor becomes less important to family income [Schultz 
(1994a, 1997)]. The social costs of high fertility and rapid population growth are diffi- 
cult to scientifically quantify [National Research Council (1986)], but many countries 
have concluded that their society stands to gain in the long run by slowing rapid popu- 
lation growth, and this conclusion would justify assigning a higher priority to women's 
education than to men's in these countries. 

To conclude this section, if the private market wage returns are of comparable magni- 
tudes for men and women, but the social externalities associated with reduced child mor- 
tality, increased child anthropometric capacities, increased child school enrollments, 
and decreased fertility are all linked more positively to women's schooling than they 
are to men's schooling, and these outcomes are also positively valued by society, it is 
efficient for society to invest more in the schooling of women than of men [McGuire 
and Popkin (1990)]. A deeper understanding of the marriage market may sharpen our 
insights into these connections, but is unlikely to reverse these basic findings. The mag- 
nitude of the subsidy that would be socially optimal will depend on the value society 
assigns to slowing population growth and transferring resources in the form of human 
capital to the younger generation. It would also seem clear that where female school en- 
rollments are markedly lower than male, there would be a prima facie case for greater 
subsidies for female education. The only reason to revise this mandate is if market wage 
returns for female schooling fall substantially below those of male schooling, presum- 
ably due to an overproduction of women's human capital given the social institutions 
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prevai l ing in the labor  market .  I have  not  yet  found a wel l -des igned  empir ica l  study that 

reports such an overproduct ion  o f  w o m e n ' s  schooling.  

5.5. Does  w o m e n ' s  economic  control over household  resources create social  

externalit ies ? 

The  conc lus ion  o f  many  empir ica l  studies o f  child deve lopment  is that increased eco-  

nomic  resources  in the hands o f  the mother  is general ly  associated with improvement s  

in birth outcome,  survival,  infant  and chi ld  nutri t ion and health, chi ld  physical  growth 

and maturat ion,  earl ier  entry into school,  increased school  enro l lment  for age, and more  

years  o f  school  completed .  19 The  first issue in assessing this empir ica l  ev idence  for 

support ing the col lect ive  approach to the fami ly  is whether  the increased economic  re- 

sources o f  the mothe r  are evaluated appropriately.  Clearly,  the ear ly  studies that rel ied 

on the labor  marke t  earnings or  i n c o m e  of  w o m e n  as their  measure  o f  w o m e n ' s  control  

over  economic  resources  were  not  satisfactory. This  initial measure  depended  direct ly  

on the w o m a n ' s  labor  supply decision,  and i f  w o m e n  with more  economic  resources  

worked  in the market  less o f  their  t ime, as migh t  be accounted  for  by economic  the- 

ory, the market  earnings o f  w o m e n  could  be  a mis leading  indicator  o f  the theoret ical ly  

desired variable.  

E c o n o m i c  theory suggests  the measure  o f  l i fe t ime "ful l  i n c o m e "  is needed  for the 

w o m a n  (and man),  both  within  the exis t ing fami ly  conf igurat ion and i f  possible  in the 

al ternat ive or  " reservat ion  a r rangement"  she migh t  choose,  e.g., d ivorce  or separat ion 

19 The literature on these issues is enormous and full of complexities that cannot be examined in the scope of 
this paper. The evidence on female education on child mortality is widely accepted after the Latin American 
Census samples were cross-tabulated and as World Fertility Surveys become available for a widening sample 
of low-income countries [e.g., Behm (1976, 1980); Caldwell (1979); Schultz (1980); Cochrane et al. (1980); 
Rosenzweig and Schultz (1982a, 1982b); Farah and Preston (1982); Mensch et al. (1985); Barrera (1990); 
Thomas et al. (1990)]. The studies of anthropometric indicators of child health began somewhat later, but also 
clearly indicated that better education of the mother was correlated with better height and BMI indicators 
for her children (summarized in [Behrman and Deolalikar (1988, 1989); Behrman and Wolfe (1984, 1989); 
Strauss and Thomas (1995, 1998)]. Schooling of children as a function of maternal education is also a fre- 
quently found pattern, although a few exceptions can be found where father's education is equally strongly 
and positively related to child schooling, if household income is not controlled [e.g., Rosenzweig and Even- 
son (1977); Chernichovsky (1985); King et al. (1986); Duraisamy (1988); Duralsamy and Malathy (1991); 
Malathy (1993); Jacoby (1994); Glewwe and Jacoby (1994, 1995); Lloyd and Blanc (1995); Haveman and 
Wolfe (1995); Lavy (1996); Tansel (1997); Holmes (1997); Behrman et al. (1997); Behrman (1997); NaRa- 
nong (1998); Sipahimalani (1998)]. Not only do these studies differ in how they measure women's control 
over resources, starting with education and then advancing toward labor market productivity [Kennedy and 
Cogill (1986); Senaner et al. (1986); Engel (1988); Blumberg (1988); Kennedy and Peters (1992); Haddad 
and Hoddinott (1994); Thomas (1990, 1994); Thomas and Chen (1994); Hoddinott and Haddad (1995)]. The 
studies also control in different ways for the endowments of the husband, family income, and family compo- 
sition. As argued throughout this paper, there are serious analytical problems with most methods for dealing 
with family composition, and consequently there is continuing search for better methods to explicitly model 
marriage matching and marital status [e.g., Boulier and Rosenzweig (1984); Schnltz (1994b); Foster (1996); 
Behrman et al. (1995, 1997)]. 
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from the union. The full income is composed of both her potential full-time earnings 
and her claims on nonearned income. The objective is to estimate from a suitable, sam- 
ple selection corrected wage function her opportunity wage in the labor force or in the 
household, if the latter is larger, and that wage would then be weighted by a standard 
full-time labor supply (i.e., 2000 hours per year), to which returns to nonhuman capi- 
tal and other nonearned income sources would be added. When the procedure or data 
for estimating and imputing wages is not satisfactory, the woman's nonearned income 
component may be examined separately as an exogenous factor conditioning household 
outcomes, just as the parallel nonearned income variable is included for the man in the 
household as another resource constraint on the family. Analogously, this nonearned 
income component of the husband and wife can serve as an instrumental variable for 
identifying the effect of a constructed full family income variable [cf. Heckman (1971)]. 
In both the unified family model and the bargaining family model the value of the hus- 
band's and wife's time, or shadow wage rates, is expected to modify consumption and 
investment patterns, because the time of family members enters into the shadow prices 
of many consumption commodities and investment activities, and thereby modifies fam- 
ily demands, independently of bargaining power or differences in preferences among 
family members. To reject the unified family model and to support alternatives, such as 
the family bargaining models, it has been shown that the personal distribution of non- 
earned income in the family affects the allocation of consumption and human capital 
investments. Perhaps the most readily interpreted evidence of this form is that an in- 
dividual's own nonearned (exogenous) income causes a greater reduction in own time 
allocated to work than does the spouse's noneamed income, holding constant for the 
family's total nonearned income and the shadow value of the time of both spouses. This 
empirical regularity strongly suggests that the pooling of family resources is less than 
perfect. 

The simplest comparisons of the effect of women's empowerment on family out- 
comes may not distinguish between the formal models of family behavior, but they 
highlight the main policy conclusion that emerges from this literature. How are family 
outcomes related to women's human capital as initially summarized by her education? 
To assess this conditional effect, one also wants to control for the value of her hus- 
band's education, for the self-selected population of couples, and for the relative supply 
of potential husbands in the local community marriage market. In most investigations 
of this design, women's schooling has a greater beneficial effect on child human cap- 
ital formation and survival than does the husband/male education. Fertility is lower, 
child mortality is lower, and the children's generation completes more years of school- 
ing, tends to start school earlier, attends more often, etc. [Schultz (1986, 1993, 1994a, 
1995a)]. 

The second problem for constructing comparisons is the family composition. How 
is one to deal with the self selection of those women who are living with a man, or 
living on their own, or living with other relatives? How is one to treat the potential 
earnings or noneamed income of a resident man, if he is not currently married to the 
woman? All these ambiguities in what constitutes the appropriate test of the bargaining 
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model hypothesis that female nonearned income has a larger positive effect on child 
development (if she prefers child welfare compared to her mate) than male nonearned 
income, alerts us to the difficulty of drawing definitive conclusions from the empirical 
evidence that is currently at hand, and validating a complete version of the bargaining 
model of the family. 

To the extent that society views these outcomes of lower fertility and child mortality 
and increased schooling of youth as objectives it values investing in, the advancement of 
women's schooling creates a positive social externality. On the basis of this externality 
argument, societies may optionally expend public resources promoting the schooling 
of women. Although gender equity is one powerful reason for supporting such an allo- 
cation of resources, the argument here is based on economic efficiency - maximizing 
total output. The externality argument relies on an efficiency gain in terms of women's 
schooling saving resources from other programs that seek to accomplish the same goals: 
reduce child mortality, reduce fertility, and increase the schooling of the next generation 
of youth. One policy intervention with this objective would be fellowships to promote 
the attendance at school of more girls. The evidence suggests that female enrollments 
are especially low for poor families in poor countries where credit constraints are a par- 
ticular disadvantage for girls [e.g., NaRanong (1998)]. Carefully graduated inducements 
for girls to continue in school might also take the form of subsidized school uniforms 
for girls, but not necessarily boys. 2° Tax and transfer schemes that encourage higher 
continuation rates in school for girls should be careful not to prepare women to enter 
traditionally female-dominated occupational tracks in the school system, for this might 
"over supply" the labor market with these skills and reduce the wage returns women 
receive for their years in school relative to men. It is likely that the externality argument 
for promoting female schooling would be strongest in those societies where the sex im- 
balance in schooling is currently greatest. Thus the externality argument for publicly 
subsidizing female schooling more than male schooling would be strongest in many 
of the countries of South and West Asia and sub-Saharan Africa where child mortality 
is high, average schooling levels are low, and fertility remains relatively high, sustain- 
ing moderate to rapid rates of population growth [Subbarao and Raney (1995); Schultz 
(1995a)]. 

Public finance arguments can also justify redirecting human capital toward women 
in order to recover educational subsidies, broaden the tax base, and reduce tax distor- 
tions. If government revenue requirements are fixed and can be met only by taxing mar- 
ket transactions, as seems reasonable, reallocating school enrollments toward women 

20 Programs that improve the economic welfare of women may be justified on many accounts, but it should 
not be assumed that they increase human capital investments in girls. For example, the Grameen Bank in 
Bangladesh is widely credited with successfully providing micro enterprise credit to groups of poor women. 
Although these programs were associated with increasing the income of the women in the villages that ben- 
efited from the placement of such programs, a study found no evidence that as the incomes of these women 
rose, their fertility declined, and found that it may have increased compared to pre-program fertility levels. It 
is possible that credit subsidies for women's enterprises increase the value of children's labor in their enter- 
prises and even weaken their incentives to invest in the schooling of their girls, who are most likely to work 
alongside their mothers [Pitt and Khandker (1998)]. 
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rather than men should expand the market earned-income tax base and allow the tax 
rate to decline and distortions of consumption and production decisions to diminish. 
It is a well-documented empirical regularity that the market labor supply response as- 
sociated with an increase in own schooling is more positive for women than for men. 
This regularity may help explain the large increase in female market labor supply in 
the 20th century, first in the industrially advanced countries, and more recently through- 
out most other parts of the world, at least in the nonagricultural sector of the economy 
[Schultz (1981, 1990a)]. One interpretation of this empirical regularity is that this labor 
supply effect of schooling is due to the uncompensated wage effect caused by educa- 
tion increasing worker productivity. It is widely concluded that the substitution effect 
of own wage on female labor supply exceeds the income effect of the wage, whereas 
in the case of male labor supply, the positive substitution effect is more or less offset 
by the negative income effect, weighted by hours worked in the market, leaving a small 
uncompensated own wage effect for males of either positive or negative sign [Schultz 
(1981); Killingsworth (1983)]. Increase a woman's schooling by one year and her mar- 
ket labor supply will tend to increase by more than for a man, perhaps because she has 
a wider range of home production activities from which she can reallocate her time to 
work in the market labor force. 

In studies of farm families the parallel pattern emerges in high and low income coun- 
tries. Increases in female schooling are associated with increased labor supply to off- 
farm labor market activities and often also increased farm labor supply. In the case of 
men, the general tendency is for male labor supply to off-farm activities to increase but 
farm labor supply to decrease by approximately the same amount [Huffman (1980); 
Huffman and Lange (1989); Tokle and Huffman (1991); Kimhi and Lee (1996)]. Thus 
the tax base of male earnings does not substantially respond to increased male school- 
ing, but the female market earnings will increase with her schooling. Moreover, esti- 
mates of family labor supply models suggest that the cross-wage effect of the male 
wage (schooling) on the female labor supply also tends to be substantial and negative, 
whereas the effect of female wage (schooling) on male labor supply is rarely estimated 
to be significant [Killingsworth (1983)]. Consequently, the own female schooling effect 
on the market earnings tax base is positive, and the cross effect of male schooling is 
negative, reinforcing the conclusion that the tax base would expand with a redirection 
of human capital formation from men to women. In other words, a larger fraction of the 
increased public cost of education is recouped by the public sector through added tax 
payments when women are educated than when men are educated, increasing the social 
returns to women's schooling relative to men's. 

6. Conclusions and direction for further work 

Three decades ago economists were challenged to treat the family as a unified coor- 
dinator of both consumption demands and the time allocation of its various members 
[Becker (1965)]. Two decades ago models of the agricultural household combined the 
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profit-maximizing production problem of the farm with the utility-maximizing prob- 
lem of the family deciding on time allocation and consumption [Barnum and Squire 
(1979); Singh et al. (1986)]. This second advance depended on the assumption of sep- 
arability between the farm production and the family consumption decisions, and it 
implied that hired and family labor were equivalent and all families had access to well- 
functioning labor markets to bring their labor demands into balance with their family 
supplies. Econometric testing of this restrictive assumption has continued in a variety 
of contexts and it is somewhat surprising that it has not been resoundingly rejected, as 
yet, based on studies of Indonesia, India, and the Philippines [e.g., Singh et al. (1986); 
Pitt and Rosenzweig (1986); Seavy (1987); Benjamin (1992); Maluccio (1997); De- 
Silva (1997)]. This literature has concluded that families with a relative shortage or 
excess of family labor for a farm's production needs do not exhibit distinctively differ- 
ent own-farm input proportions. Even for family female labor in India, where it might 
be expected that off-farm labor involves social stigma and monitoring costs, the tests of 
separability appear to be satisfied [Seavy (1987)]. Although factor markets are undoubt- 
edly imperfect in many settings, econometricians have not built a strong case for reject- 
ing the premises underlying the simplified agricultural household model that treats the 
production and consumption decisions as approximately separable. Women's roles in 
the agricultural household have not been central to this separability literature, but from 
the outset the agricultural household model introduced the idea that women's family la- 
bor supply might diminish as farm profits increased due to technical change, increasing 
the demand for hired labor more than would otherwise be expected from a traditional 
analysis based on farm production functions [Barnum and Squire (1979); Singh et al. 
(1986)]. 

A third generation of research on women, family production, and consumption behav- 
ior has developed in the last decade, drawing upon three issues. The first is the relaxation 
of the theory of the unified altruistic model of the family to deal with family members 
having different control over individual resources and potentially different preferences 
for consumption. An objective of this theoretical literature is to take the theory against 
data, and thus to be able to test the restrictions implied by the theory against household 
survey data across cultures. The second issue is the growing interest in what determines 
intrahousehold resource allocations, and the resulting distribution of well-being among 
members of the household. The third issue is the recognition that families and sep- 
arate individuals observed in a survey are selected into these production-consumption 
units according to economic and social matching based on preferences and endowments. 
Thus, it is not appropriate to treat two-parent families as a random sample of the pop- 
ulation to test a family bargaining theory, any more than to assume that wage earners 
represent the productive potential of all individuals. Little empirical work has integrated 
these three strands of research, and that is one of the major challenges of the field. 

Intergenerational perfect altruism can be rejected in the U.S., to the extent that par- 
ent and child living in separate households do not perfectly smooth each other's con- 
sumption [Altonji et al. (1992)]. Nonetheless this leaves some margin for "altruism" 
to express itself over time in the form of transfers and bequests [Cox (1990); Cox et 
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al. (1996); Quisumbing (1994, 1995, 1996a, 1996b)]. The formation and composition 
of families is changing in ways that can be partly explained by economic models of 
individual and group cooperative or strategic behavior. Thus, the samples restricted to 
married or single persons, with or without coresidential children, headed by females 
or males, with or without elderly dependent parents, are not random with regard to 
the economic consumption and production choices economists want to understand. 
A more comprehensive theoretical framework is needed that accounts for how individ- 
uals are matched and marriages and separations are determined, and other mechanisms 
that modify fertility, child survival by sex, home-leaving age for offspring by sex, and 
whether or not elderly parents enter the home of their child, etc. [e.g., Foster (1996)]. 
Without such a theory of household formation and composition, answers to many ana- 
lytical questions cannot be obtained from our data. 

A second reason for relaxing the unified family model is the growing interest in in- 
trahousehold resource allocation - who receives what within the household and why? 
The unified family model provides a framework for answering some questions about the 
distributional consequences of changing wages for men, women, and children, access 
to local programs, and market prices as they may modify reduced form outcomes in the 
family. However, the nonunified or bargaining models of the household provide a more 
focused framework to assess indicators of individual welfare, such as height, BMI, and 
schooling, and for indicators of the consequences of individually controlled nonearned 
resources in the household, such as dowry and inheritances. The bargaining models 
have justified collecting data on separate sources of nonearned income by husbands 
and wives, separate assets that they bring to their marriage, personal support networks 
they maintain in their extended families and communities, and individual access they 
have to credit based on collateral or personal connections. Although a few social scien- 
tists continue to debate how conceptually to measure women's "status" in society, most 
economists have accepted the idea that the labor productivity of women relative to men, 
outside of their family, is a critical factor governing changes in the form and functioning 
of today's families and a factor affecting positively women's status and welfare. More- 
over, it is a measure of status and welfare that can be approximately measured in many 
diverse cultural settings. 

Other work in this field seeks to understand the nonhuman capital that women control 
within a family and can take with them in the event that the family separates. Anthro- 
pologists have studied certain forms of social and network capital and may provide 
economists with guidance into this new murky terrain of modeling and help to measure 
empirically what is meant by "gender empowerment" or "social capital". Feminists 
have also been outspoken in their pursuit of deeper social values than those reflected 
in economic-market-determined prices and wages [Folbre (1994)]. Little progress has 
been made in response to this challenge, though it deserves more study. 

The evolving variety of household allocation models based on cooperative or non- 
cooperative bargaining is growing, and the data used for testing them is improving. It 
is somewhat early to highlight the empirical regularities that this literature has found 
or that give them any policy interpretation, but selections have been cited in this chap- 
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ter. There is frequently a regular relationship between nonearned income or nonhuman 
capital controlled by women in the family and increased consumption shares of food 
(incidentally, a sign of poverty according to Engel's law), but there is also a tendency 
for children to be healthier and better nourished and attending school longer and more 
consistently, holding constant in one manner or another for the family's overall budget 
constraint. Even this glimmer of an empirical regularity, which might be interpreted as 
encouraging policymakers to target resources for child support to the custody of moth- 
ers rather than fathers, needs to be carefully examined in controlled experiments before 
policy lessons are drawn [Newman et al. (1994)]. The full ramifications of such policy 
interventions need to be studied longitudinally for a considerable period of time during 
which other behavioral adaptations can be expected to occur. One can imagine pro- 
viding support to mothers (rather than fathers) would also increase the rate of marital 
dissolution, and the lifetime welfare of affected children would not necessarily improve, 
while that of the father might deteriorate. Economists may not yet be able to provide 
firm answers in this complex area of how society can effectively support particular ob- 
jectives within the family. The problem merits more study. The field is trying to fashion 
more relevant theory and collect data that promises to be more useful than what was 
available to researchers in the past. Applying these new methods and examining these 
new data to understand the role of women in agricultural (and nonagricultural) families 
is a basic challenge for economists, one that will keep the profession occupied for some 
time. 
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Abstract 

The movement of labor out of agriculture is a universal concomitant of economic mod- 
ernization and growth. Traditional migration models overlook many potential interac- 
tions between migration and development. Given imperfect markets characterizing most 
migrant-sending areas, migration and remittances can have far-reaching impacts, both 
positive and negative, on incomes and production in agricultural households. Linkages 
through product and factor markets transmit impacts of migration from migrant-sending 
households to others inside and outside the rural economy. Recent theoretical and em- 
pirical studies reveal the complexity of migration determinants and impacts in rural 
economies, and they point to new arenas for policy intervention. 

JEL classification: Q12 
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The migration of labor - geographically out of rural areas and occupationally out of 
farm jobs - is one of the most pervasive features of agricultural transformations and 
economic growth. This is true both historically in developed countries (DCs) and cur- 
rently in less developed countries (LDCs). Among nations, the share of rural population 
declines sharply as per capita incomes increase (Figure 1), from 70 to 80 percent in 
countries with the lowest per capita GNPs to less than 15 percent in the highest-income 
countries. The share of the national workforce in agriculture plunges even more sharply 
(Figure 2), from 90 percent or higher in low-income countries to less than 10 percent 
in high-income countries. Developing countries from Mexico to India have experienced 
dramatic declines in their rural population shares over the past three decades, despite 
significantly higher rates of natural population growth in rural than in urban areas. 

As internal migration redistributes populations and workforces from rural to urban 
areas, many countries - including those with the world's most dynamic fruit, vegetable, 
and horticultural crop production - turn to foreign-born migrants, frequently of rural 
origin, for labor. In the United States, for example, an estimated 69 percent of the 1996 
seasonal agricultural service (SAS) workforce was foreign-born [Mines et al. (1997)], 
and in California, the nation's largest agricultural producer, more than 90 percent of 
the SAS workforce was foreign-born. The majority (65 percent) of these migrant farm- 
workers originated from households in rural Mexico. 

The world's great migrations out of rural areas are accelerating, making internal and 
international migration potentially one of the most important development and policy 
issues of the twenty-first century. The most populous countries also are among the most 
rural (Figure 1). The greatest migration potential is in China, where 71 percent of the 
population is rural and an estimated one-third of the rural labor force of 450 million 
is either unemployed or underemployed. Despite barriers to labor mobility imposed by 
China's household registration (hukou bu) system, China currently has more migration 
than anywhere else, with between 50 and 100 million rural-to-urban migrants [Roberts 
(1997)]. Meanwhile, in high-income countries, farmers, with their reliance on foreign- 
born migrant workforces, find themselves at odds with an increasingly restrictionist 
public and policy stance towards immigration. 

The determinants of migration and migrants' impacts, both on migrant-sending areas 
and on the rural communities that receive them, have been the subject of a prolific and 
growing literature in agricultural and development economics, a centerpiece of public 
policy debates, and a source of sharpening controversy and anxiety in migrant "host" 
countries and communities. The determinants of out-migration from rural areas and the 
impacts of this migration on rural areas are the focus of this chapter. 

Section 1 presents a critical synthesis of theories of the determinants of migration 
out of rural areas, with a focus throughout on the implications of these theories for 
empirical analysis of migrant labor supply. It starts out with the (mostly implicit) role 
of migration in classical, two-sector models, in which the rural sector is characterized 
as having redundant or surplus labor, then presents neoclassical and expected-income 
models, human-capital models, and the "new economics of labor migration" (NELM). 
For the most part, economic theories of migration were developed in the context of 
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developing countries. However, virtually all economic models of rural out-migration 
and farm labor migration in developed countries are rooted in the migration theories 
presented here. 

Section 2 presents modeling techniques that have been used to test the theories pre- 
sented above. Section 3 reviews key findings of empirical farm labor migration research 
and reassesses migration theories based on these findings. 

A significant theoretical and empirical literature addresses welfare effects of migra- 
tion on migrant-sending economies. A nascent literature deals with impacts of migration 
on rural, migrant-receiving areas, e.g., the many small rural communities throughout the 
United States that are being transformed by migrants working in agriculture or agricul- 
tural processing industries. There is also fledgling research on impacts of rural-to-rural 
migration within LDCs, with a focus on the environment. Section 4 assesses this rural 
migration-impacts research, linking it to the migration models and findings presented in 
Sections 1 through 3. The impacts of migration are intimately tied to migration deter- 
minants, including the incentives to migrate and the selectivity of migration. 

Most countries do not explicitly attempt to control rural out-migration (China is the 
significant exception). However, they do hold immigration policy levers, and there are 
some policy efforts to influence internal migration indirectly, e.g., via interventions 
in labor markets or by altering the availability of public services for migrants. High- 
income countries, especially the United States, have a long history of implementing 
policies aimed at restricting the inflow of foreign-born (mostly unauthorized) farmwork- 
ers without creating labor shortages on farms. These policies include fines for employ- 
ers who knowingly hire unauthorized immigrants, farmworker legalization, restriction 
of public services to immigrants and their families, and guest worker programs. In many 
cases, these immigration policy changes have had unintended consequences for farmers 
and rural communities. Section 5 concludes with a discussion of policy implications 
of migration research. In particular, what economic justifications, if any, are there for 
designing policies to influence the supply or demand of migrant labor? 

1. Theories of rural out-migration 

1.1. The classical two-sector model 

Social scientists have studied the movement of labor out of rural areas for a long time. 
Migration is addressed by Adam Smith in The Wealth of Nations (1776). In industrial 
revolution England, Ravenstein (1885) and Redford (1926) argued that a combination 
of Malthusian forces, land scarcity, and enclosure - that is, "supply push" variables - 
drove rural-to-urban migration. Others pointed to "demand-pull" variables, including 
the rapid development of manufacturing that fed population growth and urban poverty 
in Manchester during the early nineteenth century [e.g., Engels (1845)]. Johnson (1948) 
recognized rural out-migration as a solution to surplus labor and low incomes in agri- 
culture. 
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The modern economics literature on migration often is traced to Lewis' (1954) sem- 
inal work on economic development with unlimited supplies of labor. Lewis does not 
propose an explicit migration model. His contribution is to explain the mechanisms by 
which an unlimited supply of labor in traditional sectors of less developed countries 
(LDCs) might be absorbed through capital accumulation and savings in an expanding 
modern sector. Nevertheless, migration plays an important role in the Lewis model. 
Ranis and Fei's (1961) formalization and extension of the Lewis model was the pre- 
cursor to a generation of neoclassical and "neo-neoclassical" two-sector models which 
dominated the migration literature through the 1980s. Although originally designed to 
examine the reallocation of labor between rural and urban areas, it is potentially appli- 
cable to international migration. A Lewis-type model may offer some insights into rural 
out-migrations associated with very high wage elasticities, as appears to be the case for 
internal migration in some less developed countries (LDCs) and possibly also for for- 
eign migrant-labor supply to some developed countries (e.g., Mexican migration to fill 
US agricultural jobs) - that is, migration that is largely demand-driven. I 

The Lewis dual economy consists of a "capitalist" sector and a "noncapitalist" sec- 
tor. Although Lewis did not intend this, in practice the capitalist sector has generally 
become identified with the urban economy and the noncapitalist sector with agriculture 
or the rural economy. The capitalist sector hires labor and sells output for a profit, while 
the noncapitalist (or subsistence) sector does not use reproducible capital and does not 
hire labor for a profit. Initially, labor is concentrated in the noncapitalist sector. As the 
capitalist sector expands, it draws labor from the noncapitalist sector. If the capital- 
ist economy is concentrated in the urban economy, labor transfer implies geographic 
movement, i.e., rural-to-urban migration. 

In theory, migration implies an opportunity cost for the rural economy, which loses 
the product of the individuals who migrate. However, the centerpiece of the Lewis 
model (and essence of the classical approach) is the assumption that labor is available 
to the industrial sector in unlimited quantities at a fixed real wage, measured in agricul- 
tural goods. In the limiting case, this implies that there is surplus or redundant labor in 
rural areas, such that the marginal product of rural labor is zero, and labor thus may be 
withdrawn from rural areas and employed in the urban sector without sacrificing any 
loss in agricultural output. That is, the opportunity cost or "shadow price" of rural labor 
to fill urban jobs is zero. (Various institutional arrangements ensure that consumption by 
members of the farm workforce is roughly equal to the average product of farm output, 
even if their marginal product is below this average.) Lewis argued that at least a quarter 
of the agricultural population in India was "surplus to requirements." 

More generally, the supply of labor from the subsistence sector is unlimited if the 
supply of labor is infinitely elastic at the ruling capitalist-sector wage. A zero marginal 

1 In the classical model, migration is demand-driven in the sense that the supply of farm labor to nonfarm 
jobs is perfectly elastic (i.e., the supply curve is horizontal). Therefore, the movement of workers from farm 
to nonfarm jobs results soMy from outward shifts in the nonfarm labor-demand curve. 
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product of labor in the noncapitalist sector is not a precondition for this. However, 
in the Lewis model, earnings at the prevailing capitalist-sector wage must exceed the 
noncapitalist-sector earnings of individuals willing to migrate, i.e., the average product 
of labor in the traditional sector. Moreover, any tendency for earnings per head to rise in 
the noncapitalist sector must be offset by increases in the labor force there (e.g., through 
population growth, female labor-force participation, or immigration). 

A key testable hypothesis of the Lewis model is that rural out-migration is not ac- 
companied by a decrease in agricultural production nor by a rise in either rural or urban 
wages. The Lewis assumption of general surplus labor in LDCs has been questioned, 
especially by Schultz (1964). [Also see Jorgenson (1967), and the exchange between 
Robinson (1969), and Gardner (1970)]. 

1.2. Neoclassical two-sector models 

In Ranis and Fei's (1961) interpretation of the Lewis model, the perfectly elastic labor 
supply to the capitalist sector ends once the redundant labor in the rural sector disap- 
pears and a relative shortage of agricultural goods emerges, turning the terms of trade 
against the modern or capitalist sector. Through migration, the marginal value products 
of labor are equated between the two sectors; the Lewis classical world ends and the 
analysis becomes neoclassical. The dual economies merge into a single economy in 
which wages are equalized across space. Rural-to-urban migration exerts upward pres- 
sure on wages and on the marginal value product of labor in rural areas, while putting 
downward pressure on urban wages, assuming that wages adjust to ensure that both ru- 
ral and urban labor markets clear. Empirically, in addition to the convergence of wages 
across sectors, one should observe an inverse relationship between rural out-migration 
and farm wages, on one hand, and agricultural production, on the other (other things 
(including technology) being equal). In addition, assuming full employment of labor 
in both rural and urban sectors and minimal transactions costs, inter-sectoral wage dif- 
ferentials should be the primary factors driving rural out-migration [Jorgenson (1967), 
Ranis and Fei (1961)]. 

Internal and international migration are modeled according to this perfect-markets 
neoclassical specification in virtually all computable general equilibrium models, both 
national [e.g., Adelman and Taylor (1991), Levy and Wijnberger (1992)] and interna- 
tional [e.g., the NAFTA models of Robinson et al. (1991)]. In contrast, most microe- 
conomic models of rural out-migration are grounded on Todaro's seminal work, which 
incorporates labor-market imperfections, including urban unemployment, into a migra- 
tion model (see the following section). 

Despite its popularity for some modeling purposes, wage-driven neoclassical analy- 
sis of rural out-migration has largely been discredited for a number of reasons. These 
reasons include the empirical observation that urban formal-sector wages are "sticky", 
and migration tends to persist and even accelerate in the face of high and rising ur- 
ban unemployment in LDCs [Todaro (1969, 1980)]; documented persistent differences 
in wage rates for comparable agricultural tasks across geographical areas [e.g., Rosen- 
zweig (1978)]; and unskilled urban manufacturing wage rates that have remained 1.5 to 
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2 times agricultural wages over long periods of time [Squire (1981)], despite significant 
rural-to-urban migration. Such differences in the returns to homogeneous labor across 
sectors are not consistent with the predictions of neoclassical migration models. They 
are evidence of market imperfections - although, significantly (see the new economics 
of labor migration, below), not necessarily of imperfections in labor markets. 

The continuation of migration despite high and increasing urban unemployment is 
the primary motivation for Todaro's (1969) expected income model of migration in the 
presence of labor-market imperfections, and imperfections in other markets - including 
markets for capital and risk - are a focus of the new economics of labor migration. 

1.3. The  Todaro  m o d e l  

Todaro (1969) proposed a modification of the neoclassical migration model in which 
each potential rural-to-urban migrant decides whether or not to move to the city based 
on an expected-income maximization objective. Expected urban income at a given lo- 
cale is the product of the wage (the sole determinant of migration in the neoclassical 
models described above), and the probability that a prospective migrant will succeed 
in obtaining an urban job. Expected rural income is calculated analogously. Individuals 
are assumed to migrate if their discounted future stream of urban-rural expected income 
differentials exceeds migration costs; i.e., if 

~0 T A = e ~ t [ p u ( t ) y u  -- yr(t)] dt - c (1) 

is positive, where p ,  (t) is the probability of urban employment at time t, yu denotes 
urban earnings given employment, Yr (t) represents expected rural earnings at time t, 
c is migration costs, and 6 is the discount rate. Otherwise, they remain in the rural 
labor market. Note that this is not a model of risk and uncertainty; in the Todaro spec- 
ification, individuals are assumed to be risk-neutral. For example, a mean-preserving 
increase in the variability of urban income leaves the migration propensity unchanged. 
As a result, utility maximization is tantamount to expected income maximization. The 
perfect-markets or wage-driven neoclassical model may be viewed as a special case of 
the Todaro model, in which the probability of employment at migrant destination (and 
origin) equals one. 

The power of the Todaro model is its ability to explain the continuation and, fre- 
quently, acceleration of rural-to-urban migration in the face of high and rising urban 
unemployment. Its salient departure from perfect-markets neoclassical models is that 
it does not assume the existence of full employment; hence, a higher wage or income 
in the urban sector than in the rural sector is not a sufficient, or even necessary, con- 
dition for migration. In an environment of high unemployment, this wage or income is 
conditional upon the migrant's success at securing a job. A high (e.g., institutionally 
set) urban wage coupled with a low probability of obtaining a job at that wage may 
result in an expected wage that is lower in urban than in rural areas where the con- 
ditional wage is low but the likelihood of employment is high. Conversely, high rural 
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unemployment will make a given expected urban wage more conducive to promoting 
migration. Increases in urban employment (e.g., resulting from government-sponsored 
jobs programs) may increase urban unemployment rates through migration, and a rise 
in the urban minimum wage may reduce output in both the urban and rural sectors while 
increasing urban unemployment [Harris and Todaro (1970)]. 

Because this is characterized as a dynamic problem, migrants may perceive a low 
probability of urban employment initially [and queue for urban jobs; see Fields (1975)] 
but anticipate an increase in this probability over time, e.g., as they broaden their urban 
contacts. Contacts with family or friends in urban areas prior to migration (i.e., migra- 
tion networks) may stimulate migration by shortening - or perhaps eliminating - the 
initial queuing period. 

Although originally cast in the context of rural-to-urban migration, the Todaro model 
is also applicable to international migration [e.g., see Todaro and Maruszko (1987)]. 

Despite what has proven to be a seminal contribution to understanding determinants 
and impacts of rural out-migration, the Todaro model makes a number of restrictive 
assumptions. Some of these have been a focus of considerable subsequent research. 
They include: 
(1) the assumption that urban job allocation follows a simple lottery mechanism; 
(2) neglect of the competitive informal sector, which acts as a sponge for surplus labor; 
(3) the assumption of a rigid urban-sector wage; 
(4) the (perhaps unreasonable) time horizons and discount rates required to equate the 

present values of expected urban and rural incomes [e.g., see Cole and Sanders 
(1985, p. 485)]; and 

(5) the omission of influences, besides expected income, that shape potential migrants' 
decisions and also their potential impacts on rural economies [Williamson (1988)]. 

It has been observed that, in LDCs, while nominal urban wages are typically 50 to 100 
percent higher than nominal rural agricultural wages, urban unemployment rates typi- 
cally are less than 10 percent. Thus, the rate of urban unemployment does not appear 
to reconcile the urban-rural wage differential; i.e., migration does not appear to equili- 
brate expected incomes across sectors [Rosenzweig (1988)]. In addition to overstating 
urban unemployment rates, the Todaro model almost certainly overstates the costs of 
migration for rural, migrant-sending areas. Neither this nor more traditional neoclassi- 
cal migration models can explain temporary migration or the substantial flow of income 
remittances from migrants to their places of origin. 

Assumption (5) is arguably the most restrictive and far-reaching of the assumptions 
and the one upon which much of the most recent research on migration and rural pop- 
ulation has focused. It is the focus of the most recent wave of literature on migration 
determinants and impacts, which has become known as the new economics of labor 
migration (see below). 

1.4. Human capital theory and migration 

The essentially macro perspective embodied in both the classical and neoclassical mi- 
gration models presented earlier leaves unanswered a fundamental question: Why do 
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some individuals migrate while others do not? More critical from a rural welfare point 
of view, what distinguishes the labor "lost" to migration from that which remains in the 
rural sector? Differences in wage rates and in the returns to migration may be explained 
largely by differences in skill-related attributes across workers, including experience 
and schooling. 

As presented above, the classical and neoclassical migration models offer few in- 
sights into the question of migrant selectivity. In a Lewis world, when capital accumu- 
lation in the modern sector shifts the marginal value product curve outward, increasing 
the quantity of labor demanded at the prevailing urban wage, some reserve labor from 
rural areas is assumed to migrate to the modern sector and fill this excess demand. How- 
ever, we do not know who these migrants are, or what distinguishes them from those 
who do not migrate. In the demand-driven, classical world of infinite labor supply, urban 
jobs must be rationed among redundant members of the rural population according to 
some rule that is left unclear in the Lewis model. Migrants presumably are individuals 
possessing specific characteristics on the basis of which modern-sector jobs are rationed 
out. For example, if urban construction jobs in Mexico City or farm jobs in California 
hire only agile, strong young men, only this demographic group will respond to new 
labor demands by migrating. Nevertheless, the supply of labor, even for this specific 
group, is assumed to be infinite at the prevailing wage in a Lewis-type model. In this 
way, a Lewis demand-driven migration model almost invariably begs the question of 
migrant selectivity. 

The same problem potentially arises in an aggregate, wage-driven neoclassical model 
and in the Todaro expected-income model. Presumably, the individuals who migrate are 
those for whom the urban-rural wage (or expected earnings) differential is largest and/or 
for whom migration costs are lowest. 

A well-developed literature addresses the question of migrant selectivity in the neo- 
classical and Todaro worlds by merging migration theories with human capital theory, 
arising from the early work of Mincer (1974), Becker (1975), and others. Human cap- 
ital models of migration represent an effort to provide the migration theories presented 
above with a micro grounding, permitting tests of a far richer set of migration determi- 
nants and impacts. 

In the perfect-markets neoclassical version of the human-capital migration model 
[e.g., Sjaastad (1962)], wages at prospective migrant origins and destinations are as- 
sumed to be a function of individuals' skills affecting their productivity in the two sec- 
tors. In a Todaro model, human capital characteristics of individuals may influence both 
their wages and their likelihood of obtaining a job once they migrate. In both types of 
model, characteristics of individuals may also affect migration costs (and the rate at 
which future urban-rural earnings differentials are discounted). 

The human capital view of migration has the key implication that the types of individ- 
uals selected into migration are those for whom, over time, the discounted income (or 
expected-income) differential between migration and nonmigration is greatest and/or 
migration costs are lowest. As Todaro (1980) pointed out: 
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"Migrants typically do not represent a random sample of the overall population. 
On the contrary, they tend to be disproportionately young, better educated, less 
risk-averse, and more achievement oriented and to have better personal contacts 
in destination areas than the general population in the region of out-migration." 

Human capital migration theory produces a number of testable hypotheses. First, 
because this is a dynamic model, the young should be more mobile than the old, inas- 
much as they stand to reap returns from migration over a longer period of time. Sec- 
ond, migration between locales should be negatively related to migration costs. This 
has been interpreted by many researchers as implying a negative association between 
migration flows and distance. However, considerations besides distance (especially ac- 
cess to information) may make distance less of a deterrent for some individuals (e.g., 
better-educated individuals or those with "migration networks", contacts with family or 
friends at prospective migrant destinations). Third, as Rosenzweig (1988) points out, 
neutral productivity growth in an economy - e.g., equal rates of growth in the rural and 
urban sectors - will increase migration from low-income (e.g., rural) to high-income 
(e.g., urban) sectors or areas. Fourth, specific human capital variables that yield a higher 
return in region A than in region B should be positively associated with migration from 
B to A. In addition to these predictions, human capital theory implies that income (or, 
in the Todaro case, expected income) differentials between rural and urban areas are 
eliminated by migration over time. 

1.5. The new economics of  migration 

Continuing interactions between migrants and rural households suggest that a joint- 
household model would be more appropriate than an individual-level model of mi- 
gration decisions. However, a joint-household model has difficulty explaining why the 
entire family does not move if expected incomes are higher in the urban sector, why 
higher-income migrants would remit income to lower-income relatives at the place of 
origin, or why - as has been found in some national studies - migrant remittances, while 
positively related to migrant earnings in urban areas, are not negatively related to the 
pre-transfer income of the rural household of origin. One is also left with the puzzle of 
why geographically extended families are prevalent in LDCs but less so in high-income 
countries [Rosenzweig (1988)], and the troubling assumption that households can be 
characterized by a single utility function and budget constraint. 

The fundamental view of the new economics of labor migration is presented in Stark 
(1991) and Stark and Bloom (1985). Rather than being entirely the domain of individ- 
uals, migration decisions are viewed as taking place within a larger context - typically 
the household, which potentially consists of individuals with diverse preferences and 
differential access to income and is influenced by its social milieu. The perspective that 
migration decisions are not taken by isolated actors but by larger units of related people, 
typically households or families, is a trademark of the NELM. So is the contention that 
people act collectively not only to maximize income, but also to minimize risks and 
loosen constraints created by a variety of market imperfections, including missing or 
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incomplete capital, insurance, and labor markets. Finally, the effect of income on utility 
may not be the same for a given actor across socioeconomic settings, which motivates 
the relative deprivation theory of migration discussed below. 

Stark (1982, 1978) argues that an implicit contractual arrangement exists between 
migrant and household. An LDC farm household wishing to invest in a new technology 
or make the transition from familial to commercial production lacks access to both 
credit and income insurance. By placing a family member in a migrant labor market, 
such a household can create a new financial intermediary in the form of the migrant. 
Rural households incur the costs of supporting migrants initially. In turn, once migrants 
become established in their destination labor market, they provide their households with 
liquidity (in the form of remittances) and with insurance (because of a low correlation 
between incomes in migrant labor markets and farm production; indeed, the correlation 
between remittances and farm production may be negative, as when migrants respond to 
crop failure by increasing the share of earnings they remit). Mutual altruism reinforces 
this implicit contract, as do inheritance motives (i.e., nonremitting migrants stand to 
lose their rural inheritance) and migrants' own aversion to risk, which encourages them 
to uphold their end of the contract in order to be supported by the rural household 
should they experience an income shock (e.g., unemployment) or other misfortune in 
the future. Anthropological research [e.g., Fletcher (1997), Rouse (1991)] points to the 
importance of rural households-of-origin as refuges for migrants who fall ill or suffer 
other sorts of misfortune (e.g., trouble with the law, substance dependence, etc.) that 
prevent them from working or residing at the migrant destination for extended periods 
of time. 

Migration, while enabling families to spread their labor across sectors, may promote 
rural population growth by creating fertility incentives, as well. The role of grown chil- 
dren as migrants adds a new benefit to having children in rural areas; i.e., the future 
role of migrant children in facilitating production transformation, reducing family in- 
come risk, etc. No empirical research has attempted to test this migration-fertility link. 
However, Rosenzweig and Evenson's (1977) finding that children's wages significantly 
increased fertility in rural India suggests that a positive effect of migration on children's 
future earnings would have a similar effect. 

NELM motives for migration, together with the post-migration resource transfers 
they imply, are likely to be of greater importance in less developed countries than in de- 
veloped economies. The lack of a modern communications infrastructure in LDC rural 
areas makes information sparse and its acquisition costly. Asset markets that function 
relatively well in modern economies may be completely lacking in LDCs (futures mar- 
kets and crop insurance are striking examples, but rural credit markets often are missing 
or incomplete, as well). Because of this, NELM research on rural out-migrafion has 
focused almost exclusively on LDCs. 

Stark (1982) expounds migration's role as an intermediate investment that facilitates 
the transition from familial to commercial production. It performs this role by providing 
rural households with capital and a means to reduce risk by diversifying income sources. 
Lacking access to credit and income insurance outside the household, households self- 



470 J.E. Taylor and P.L. Martin 

finance new production methods and self-insure against perceived risks to household 
income by investing in the migration of one or more family members. That is, market 
imperfections in rural areas - not the distortions in labor markets emphasized by Todaro 
(1969) - are hypothesized to be a primary motivation for migration. 

Stark and Levhari (1982) use a graphical presentation to argue that migration is a 
means to spread risk, rather than being a manifestation of risk-taking behavior on the 
part of migrants. Stark and Katz (1986) formalize the argument that rural-urban migra- 
tion, a labor-market phenomenon, is caused by imperfections in capital markets. 

The spectrum of factors influencing migration decisions extends beyond the house- 
hold. A household's income position vis-h-vis its reference group (e.g., the village) also 
influences its behavior, including migration. Stark (1984) and Stark and Yitzhaki (1988) 
present a relative deprivation model of migration, in which the household's objective is 
to maximize utility which, in turn, is a negative function of relative deprivation, or the 
bundles of goods of which the household is deprived within its reference group. In this 
model, a given expected income gain from migration does not have the same effect 
on the probability of migration for households situated at different points in the ru- 
ral income distribution, or in communities with different income distributions. From a 
broader perspective, mean-preserving increases in rural income inequalities, to which 
migration would be completely immune in a Todaro model, may stimulate migration 
by increasing relative deprivation. By operationalizing the relative deprivation concept, 
Stark and Taylor (1989, 1991) test the importance of relative versus absolute income 
considerations in internal and international migration decisions by rural Mexican house- 
holds (see Section 3). 

Because skill-related attributes of individual family members influence the costs and 
benefits of migration for households, as well as for individuals, human capital theory 
has been incorporated into NELM models. However, the household perspective implies 
critical interactions between individual and household variables, including assets and 
the human capital of household members other than the migrants. These variables in- 
fluence the marginal cost of migration for households (including the marginal effect of 
migration on farm production), as well as the impacts of remittances and the income 
insurance provided by migrants on the expected utility of the household as a whole. 

The NELM perspective leads to significantly broader arenas for potential impacts of 
migration upon rural economies, for policy interventions to influence migration, and for 
the potential list of variables influencing migration decisions. A number of key impli- 
cations of NELM models differ sharply from those of neoclassical migration models. 
First, contrary to both classical and neoclassical theories, the loss of labor to migration 
may increase (rather than decrease or, in the case of Lewis, leave unchanged) production 
in rural economies, by enabling households to overcome credit and risk constraints on 
production. Second, a positive income (or expected income) differential between urban 
and rural areas is not a necessary condition for migration. Migration in the presence 
of a negative urban-rural income differential is consistent with the NELM (provided 
that the variance of urban incomes and/or income covariance between the two sectors 
is sufficiently low). Third, the individuals who migrate are not necessarily those whom 
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a traditional human capital model would predict; the impact of an individual's out- 
migration on the productivity of other family members also matters. Moreover, while 
constituting a motivation for migration, imperfections in capital and insurance markets 
also may constrain migration, resulting in the seeming paradox that increases in rural in- 
comes (which enable households to self-finance migration costs and self-insure against 
migration risks) may promote, rather than impede, migration [e.g., see Schiff (1996)]. 
Fourth, equal expected income gains from migration across individuals or households 
does not imply equal propensities to migrate, as predicted by a Todaro model, when 
risk and/or relative income considerations also influence migration decisions. From a 
migration policy point of view, the NELM shifts the focus of migration policy from 
intervention in rural or urban labor markets to intervention in other (most notably, rural 
capital and risk) markets, in which an underlying motivation for migration is found. 

The progression of migration theory from the relatively simple, perfect-markets neo- 
classical model to NELM models involves both increasing complexity and more gener- 
ality in how we think about migration determinants and impacts. Just as the wage-driven 
neoclassical model is a special case of the Todaro model, both may be viewed as spe- 
cial cases of NELM models, in which some or all market constraints that influence 
migration are nonbinding (e.g., households are risk-neutral or have access to efficient 
insurance markets), relative income considerations do not affect utility, and the effect of 
household variables on migration are negligible. 

2. The analysis of migration determinants 

Each of the migration theories outlined above implies a different objective function 
underlying migration decisions, a different set of potential variables shaping these de- 
cisions, and a distinct set of possible outcomes of migration for the rural economy. The 
most fundamental distinction concerns the unit of analysis. The classical and neoclas- 
sical (including Todaro) models treat migration as the result of an individual decision- 
making process. The objective function varies, but in all cases the individual is both 
decision maker and actor. On a micro level, this genre of migration research treats mi- 
gration as a discrete choice (although potentially it could be represented as a contin- 
uous but limited variable, ranging from zero - no migration - to T - the maximum 
amount of time the individual has available for migration and nonmigration activities). 
In aggregate-level analyses, which represent the majority of empirical applications, the 
decisions of individuals are summed up into migration flows across space, and the mi- 
gration (dependent) variable then becomes continuous. 

In contrast to classical and perfect-markets neoclassical models, NELM models con- 
sider the family or household as the unit of analysis; family members are assumed to 
act collectively to maximize expected income and also to loosen constraints associated 
with missing credit, insurance, and other markets. Because of this, the NELM perspec- 
tive fits neatly with the literature on agricultural household models, both neoclassical 
[e.g., Barnum and Squire (1979), Singh et al. (1986)] and in the context of missing 
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or incomplete markets [Strauss (1986), De Janvry et al. (1991)]. Methodologically, the 
NELM approach, with its focus on risk and market imperfections, requires the use of 
simultaneous, rather than recursive, farm household models to analyze both the deter- 
minants and impacts of rural out-migration. Nash-bargained household models [e.g., 
McElroy and Horney (1981)] also are potentially useful to analyze the implicit con- 
tractual relationship between migrants and family members who do not migrate. The 
NELM posits a role for variables hitherto ignored in the migration literature - especially 
relative-income considerations - as influencing household utility and thus migration de- 
cisions. 

Migration decisions are inherently dynamic, shaped by a future stream of expected 
costs and benefits (appropriately discounted). Individuals or households may rationally 
choose to participate in migration even if the short-run expected utility gain from doing 
so is negative, provided that the discounted future gains are positive and sufficiently 
large. Few studies explicitly model migration as a dynamic phenomenon [for an ex- 
ception, using aggregate country data, see Larson and Mundlak (1997)]; usually, the 
problem is treated as static. The theoretical complexity of introducing dynamics without 
oversimplifying the objective function or constraint set confronting migration decision 
makers, together with the paucity of longitudinal data, has discouraged the development 
of truly dynamic migration models. 

At either the individual or household level of analysis, the most general objective con- 
sidered in the migration-decision literature is to maximize a Von Neuman-type expected 
utility function of the form 

E U  = E[U(W,  Z)], (2) 

where W denotes a vector of end-of-period consumption goods, Z is a vector of other 
variables posited to influence family utility, and E is the expectation operator. The util- 
ity function U(.) is defined for an individual in the case of the Todaro or straight neo- 
classical migration models. In a NELM model, it represents family utility, involving 
some kind of weighting of utilities of individual family members, including migrants 
and nonmigrants. In every NELM application to date, it has been assumed that family 
preferences can be represented by a single utility function, and income is pooled within 
households to define a single family or household budget constraint, as in a standard 
agricultural household model. 

Expected utility is maximized subject to a set of constraints. In all models these in- 
clude a budget constraint; in most, the primary or sole influence of migration on in- 
dividuals or households operates through this constraint. Other constraints include an 
individual or family time constraint, and, in NELM models, production technologies 
and market (e.g., subsistence) constraints. In models where end-of-period income is not 
known but consumption decisions may be altered ex post, the vector of consumption 
goods in the utility function is often replaced by income or wealth, as in most of the risk 
and uncertainty literature. Such a simplification is usually not appropriate, however, 
when one or more markets are missing - for example, when perfect hired-labor substi- 
tutes are not available to compensate for family leisure demand, or when the household 
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faces a subsistence constraint resulting from a missing staple market, so that consump- 
tion decisions cannot be altered contingent upon income outcomes. 

Each of the broad theoretical approaches presented earlier may be considered as a 
special case of this general expected-utility maximization model. David (1974) takes 
the individual as the unit of observation, represents utility as a function of wealth alone, 
and then approximates Equation (1) by its second-order Taylor series expansion around 
mean wealth. This yields the following expression for (approximate) expected utility of 
income associated with migration: 

EUm ~ U (Wm) + 0.5UnE(Wm - W i n )  2, (2') 

where U// is the second derivative of utility with respect to wealth (significantly, the 
numerator in the Arrow-Pratt index of absolute risk aversion). Assuming that the non- 
income component of end-of-period wealth is known with certainty, the squared term 
in parentheses can be replaced by the income variance, s 2. Letting EUr (similarly ap- 
proximated) denote expected utility of wealth if the individual does not migrate (i.e., 
remains in the rural sector), migration is observed if EUm > EUr. 

Both the Todaro model and the standard neoclassical migration model can be viewed 
as special cases of the expected utility-maximization problem just presented. If one 
assumes that individuals are risk neutral (or, equivalently, that income variance is zero), 
the decision rule implied by Equation (2) collapses to the familiar Todaro migration 
rule, in which migration is observed if 

Pmtom > E[Yr], (3) 

where to m denotes the urban-sector wage and Pm is the probability that a prospective 
migrant will obtain a job at this wage. 

At full employment, P,n = 1, and the migration rule in (3) reduces further to the 
simple neoclassical rule: Migrate if 

Wm> Wr, (4) 

where Wr denotes the rural wage. Both Todaro and neoclassical migration rules usually 
recognize that there are migration costs and include a term to reflect this. 

Expression (4) represents the migration probability equation underlying much of the 
econometric research on rural out-migration and farm labor migration in both LDCs and 
high income countries. For example, it is the foundation for Perloff, Lynch and Gab- 
bard's (1998) and Emerson's (1984) studies of seasonal agricultural worker migration 
in the United States. It is also the starting point for all 12 studies of internal migration 
in LDCs examined in Yap's (1977) review and a large number of subsequent tests of 
the Todaro expected-income hypothesis [e.g., Knowles and Anker (1975), House and 
Rempel (1976), Hay (1974), Schultz (1975), Carvajal and Geithman (1974)]. 
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2.1. NELM models 

NELM variants of the general migration model take many forms, depending on the 
focus of the analysis. In most studies, the underlying objective function is implied rather 
than explicitly spelled out. A household variant of David's model, in which families 
allocate individual members' time to migration and nonmigration work in a series of 
discrete choices, appears in Taylor (1986). Household portfolio models of migration 
also appear, explicitly or implicitly, in Rosenzweig and Stark (1989), Stark and Katz 
(1986), and Stark and Levhari (1982). 

A fundamental difference between individual and household migration models is that, 
in the household approach, individual family members' labor time is allocated between 
migration and nonmigration work so as to maximize household expected utility, which 
may be a function of both the expected value and variance of end-of-period household 
wealth (and, in the relative deprivation approach, a function of the incomes of other 
households, as well). Thus, household variables shaping both the first and higher mo- 
ments of income- including the human capital characteristics of all family members and 
family assets - figure prominently in the migration decision, together with the human 
capital of the prospective migrants themselves. In this approach, as in any portfolio- 
allocation model, maximizing expected income does not necessarily imply allocating 
each family member's labor time to the market or activity in which her expected earn- 
ings or contributions to household income are highest. Risk also matters. 

In an agricultural household model, the opportunity cost of migration is the loss of 
net income from production resulting from the allocation of a marginal unit of family 
time to migration. Here, migrant selectivity clearly matters to household welfare: the 
human capital embodied in migrants is likely to complement other family resources 
in production. Assuming decreasing returns to labor in farm production, the opportu- 
nity cost of migration increases with the amount of family time allocated to migration. 
However, the loss of highly productive family labor to migration may shift the marginal 
labor product curve leftward, lowering the opportunity cost of migration for the remain- 
ing family members. If, on the other hand, migrants act as financial intermediaries for 
the household, over time they may promote investments that shift the marginal labor 
product curve back to the right, discouraging future migration. The interplay of lost la- 
bor and investment effects of migration is the focus of some of the empirical NELM 
research presented in Section 3. 

Because maximizing utility of expected income is analogous to maximizing expected 
income itself (given monotonicity of the utility function), household migration models 
that do not explicitly address risk are treated as expected income-maximization models. 
Such is the case in Taylor (1987). A model of household expected-income maximiza- 
tion subject to both labor and liquidity constraints is implied by Lucas' (1987) study of 
migration to South African mines and Taylor's (1992) and Taylor and Wyatt's (1996) 
studies of marginal income and distributional effects of migration and remittances in 
rural Mexico. In these models, migration [or, in Lucas (1987), wage work including 
migration] appears as a continuous variable - family labor time allocated to migration 
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work. Migration and remittances in turn produce feedback on the rural economy, both 
negative (through lost labor effects) and positive (through loosening of liquidity con- 
straints on farm investments). These models highlight the importance of rural market 
imperfections in shaping both the motivations for migration and the impacts of migra- 
tion on rural economies. 

As indicated earlier, treating migration as a (limited) continuous variable is not nec- 
essarily outside the domain of individual-choice migration models; even for an individ- 
ual, migration may be like the incomplete adoption of a new technology (in this case, a 
labor-market technology), with an individual spending part of the year as a labor migrant 
and the rest of the year on the farm. Nor must one necessarily take a household-level 
approach to examine feedback of migration on farm production. An individual farmer 
may find it optimal to engage in migration for part of the year (or, in a dynamic model, 
for one or more time periods) in order to obtain liquidity needed to invest in farm pro- 
duction (creating a new future stream of farm income). Such models would represent a 
new twist on NELM. 

In practice, the association of NELM effects with household models of migration is 
motivated by the observation that families in LDC rural areas typically engage in migra- 
tion by sending one or more members off as migrants (frequently, sons and daughters 
of the household head), who then share part of their earnings with the rural household, 
through remittances. While some family members migrate, others stay on the farm. 

This observation raises the question of why migrants remit. Classical or neoclassical 
models of migration behavior do not explain the remitting of a (frequently large) share 
of migrant earnings back to the rural place of origin. However, remittances are a corner- 
stone of the NELM, representing one of the most important mechanisms through which 
determinants and consequences of migration are linked. 

The NELM view that migration entails an implicit contract between migrant and 
household suggests a venue for collective models of household behavior [e.g., Bour- 
guignon and Chiappori (1992)], including game theoretic approaches, and the role of 
altruism in shaping both migration and remittance behavior. In a Nash-bargained rural 
household [e.g., McElroy and Homey (1981)] containing migrants, household utility 
might be represented by the product of net utility gains deriving from household mem- 
bership for migrants and other household members. Migrants' utility as nonmembers of 
the household- that is, the utility they would enjoy by severing their ties with the house- 
hold - represents the threat point in this game. The more insecure that migrants perceive 
their future prospects outside the household, the smaller this threat point, the less likely 
migrants will sever ties with the household, and the more income migrants will remit, 
other things (including migrant earnings) being equal. While a model of pure altru- 
ism would predict a negative association between migrant earnings and rural-household 
wealth, a game-theoretic model would predict just the opposite, particularly if the mi- 
grant stands to inherit all or part of this wealth. In short, the greater the migrants' threat 
point, the greater the likelihood that migrants sever their ties with their rural households, 
and the lower remittances are likely to be. The lower the migrants' threat point (i.e., the 
stronger the relative bargaining position of the nonmigrant family members), the lower 
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the probability of migrants severing ties with their rural households, and the higher 
remittances are likely to be. This type of game theoretic perspective underlies Lucas 
and Stark's (1985) analyses of remittance behavior in Botswana (see Section 3), and a 
Nash-bargained household model appears explicitly in Hoddinott's (1994) study of ru- 
ral out-migration in western Kenya. Contrast these with the overlapping utility function 
used by Funkhouser (1995) and the more conventional, homogeneous household-farm 
models underlying Taylor (1992, 1986), which do not imply a game-theoretic dynamic 
between migrant and household. A model of reciprocal altruism between generations 
underlies Tcha's (1996) novel and provocative work on rural-to-urban migration in Ko- 
rea and the United States. 

2.2. Estimation of migration models 

Techniques used to estimate models of migration have evolved considerably over the 
last two decades, due as much to the development of new econometric methods as to 
advances in migration theory. All of the studies covered by Yap's (1977) then-exhaustive 
review of the migration literature and all but two of the studies referenced in Todaro 
(1980) used a basic, aggregate migration function of the following form: 

Mij = f(Yi ,  Yj, Ui, Uj, Zi, Zj,  dij, Cij) (5) 

the variables in which are defined as follows: 

Mij  Total migration flow from place i to place j (sometimes expressed as a net 
flow or a share of population at place i) 

Yi (Yj) Average wage or income level at place i (at place j )  
Ui (U j) Unemployment rate at place i (at place j )  
Zi (Z j) Degree of urbanization of the population at place i (at place j )  
dij Distance between place i and place j 
Cij Friends and relatives of residents of i at destination j (a migration network 

variable) 
Populations at places i and j were often included as explanatory variables, as well. 

Studies based on Equation (5) take either of two general forms: symmetrical and 
asymmetrical. In symmetrical models, explanatory variables appear as differences or 
ratios between regions; e.g., the income variable is Yi / Yj, or Yi - Yj. This constrains 
the effect on migration to be the same for changes in origin-region variables as for 
changes in destination-region variables. Implicitly, this approach appears to make some 
rather valiant assumptions, including perfect information in labor markets such that 
migrants are just as responsive to changes in labor markets at distant destinations as 
in the origin labor markets they presumably know well. In a less restrictive approach, 
explanatory variables for the two regions are included separately; e.g., both Yi and Yj 
appear as right-hand side variables in the migration regression equation. This permits 
explanatory variables' effects on migration to be asymmetric between regions. Fields 
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(1979) tests the sensitivity of findings on interregional migration in Colombia to the use 
of a symmetric versus an asymmetric model specification. 

The aggregate specification above has the advantage of being easily estimated using 
ordinary least squares and aggregate census data available in many countries. How- 
ever, it has a number of limitations that seriously limit its usefulness for prediction and 
for policy analysis [some of these are spelled out in Stark (1982)]. In general, the es- 
timated coefficients of aggregate migration regressions do not represent estimates of 
the structural relationships implied by micro, human capital models. The exception is 
when a population is homogeneous, in which case average income measures the in- 
come an individual would receive in each region. This assumption usually is untenable; 
indeed, much of the richness of both the findings and policy implications of recent mi- 
croeconometric migration research (Section 3) results from the heterogeneity among 
individuals - both migrants and nonmigrants - within regions. Another complication, 
which follows directly from Todaro's theoretical model, is that employment rates, while 
posited to influence migration, are, in turn, affected by migration. Endogeneity bias in 
the unemployment variables raises serious questions about the validity of most aggre- 
gate studies' findings. Very few researchers either consider or attempt to correct for this 
problem. Notable exceptions include Fields (1979), who resorts to a reduced-form mi- 
gration equation, and Hunt and Greenwood (1984), who explicitly control for feedback 
of U.S. interstate migration to local labor markets. 

The availability of new, micro data on individuals and households containing infor- 
mation on migration, together with advances in econometric techniques to analyze these 
data, opened up vastly improved avenues for empirical migration studies. As Stark and 
Bloom (1985) point out, the econometric techniques that have most profoundly influ- 
enced migration research include methods to estimate limited dependent variable mod- 
els, methods to correct for sample selection bias, and techniques to analyze longitudinal 
and pseudo-longitudinal data. 

At the level of the individual, migration usually entails a discrete, dichotomous or 
polychotomous choice. At the household level, time allocated to migration is a continu- 
ous variable; however, it is censored at zero (and also upward, at the family's total time 
endowment). Analysis based on the estimation rules presented earlier requires either a 
reduced-form approach, in which income or expected-income terms are replaced by a 
vector of exogenous (i.e., human-capital) variables, or else direct estimation of struc- 
tural income variables. The reduced-form approach has been used in a number of stud- 
ies utilizing probit or logit estimation techniques [e.g., see Taylor (1986), and Emerson 
(1984)]. These studies test important hypotheses concerning rural migration behavior. 
However, they have the drawback that structural income variables do not appear in the 
estimated migration equation, seriously limiting the usefulness of the model for policy 
analysis. 

Estimation of structural income terms is complicated by the fact that individuals and 
households select themselves into and out of migration, presumably according to their 
comparative advantage in these activities. Data on migrant earnings or remittances are 
censored because they are observed only for those who migrate. Similarly, nonmigrant 
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earnings are generally not available for those who are selected into migration. Because 
the migration selection process is endogenous, shaped by many of the same character- 
istics that determine earnings in each regime, average migrant earnings may not reflect 
what nonmigrants would earn if they migrated, and nonmigrant earnings may be a poor 
indicator of what migrants would earn if they did not migrate. This sample selectivity 
problem is identical to selectivity problems frequently encountered in the labor literature 
[e.g., Lee (1978), Heckman (1974), Willis and Rosen (1979), Dickens and Lang (1985), 
a useful review of estimation techniques for models involving selectivity is available in 
Maddala (1983)]. 

Multinomial logit, probit, tobit, two-stage (Heckman), and various maximum- 
likelihood techniques for estimating discrete-continuous models, not available or ac- 
cessible two decades ago, today are widely used to estimate migration-decision models 
at a micro (individual or household) level. Recent examples include Perloff et al. (1998), 
Emerson (1989), Taylor (1987, 1992), Stark and Taylor (1989, 1991), Lucas and Stark 
(1985), and Barham and Boucher (1998). 

2.3. Human capital variables in migration models 

Human capital variables are incorporated into the analysis of individual migration de- 
cisions by expressing earnings and expected earnings in (2) through (5) as functions of 
individuals' socio-demographic characteristics. The models may then be estimated ei- 
ther in reduced form, by expressing migration probabilities as a function of exogenous 
individual (and household) characteristics, or else in their structural form, by obtain- 
ing estimates of relevant income and risk variables and subsequently including these in 
the migration equation. The second approach is considerably more complicated from 
a modeling point of view. However, it has the advantage that structural variables shap- 
ing migration decisions often are of greater analytical and policy interest than are the 
exogenous variables appearing in the reduced-form equation. The exogenous variables 
may also appear in the structural equation, making it possible to isolate direct from in- 
direct (through the income and risk variables) of these variables on migration using the 
structural approach. 

2.4. Data limitations and rural wages 

Largely because of data limitations, explicit analysis of the role of uncertainty in shap- 
ing migration decisions (as in expression (3)) is not found in the literature. At the level 
of the individual, longitudinal data on migrants' wages and employment at their desti- 
nation for estimating variances of migrant earnings are generally unavailable. Data on 
employment and wages in rural areas for individuals across time are also rare. Contem- 
poraneous income variances may be estimated using cross-sectional data, e.g., by em- 
ploying the approaches for estimating production risk proposed by Just and Pope (1977), 
Antle (1983), and others, provided that income outcomes are available for both migrants 
and nonmigrants and measures are taken to correct for potential sample-selection bias. 
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The migration decision may then be treated as analogous to the choice of production 
technique in which returns under alternative technologies are modeled following a Just- 
Pope specification ]Taylor (1986)]. 

Conceptual difficulties with modeling rural wages further complicate the analysis. 
Much of the rural workforce, including many prospective migrants, do not receive a 
wage income, but rather, are involved in some sort of agricultural-household produc- 
tion. In these cases, the rural wage in the models above must be replaced by a "shadow" 
wage, as in farm-household models with missing labor markets [e.g., De Janvry et al. 
(1991), Singh et al. (1986)], or by expected earnings imputed from this shadow wage. 
For an individual, earnings imputed at the shadow wage represent the net income from 
rural production foregone by migrating out of the rural sector. For a household, it is the 
net loss in income from rural production suffered as a result of the out-migration of a 
family member. The observed wage of rural wage earners may not accurately reflect 
this income loss unless hired and family labor are perfect substitutes. [For a discussion 
of the substitutability of family and hired labor see Bardhan (1988).] Despite this limi- 
tation, the rural wage, multiplied by days worked on the family farm, is generally used 
as a proxy for the opportunity cost of migration in studies where individuals are the 
unit of observation. In household models, an approach involving estimation of income 
functions with and without migration is used, correcting for selectivity of migration 
[Barham and Boucher (1998), Taylor (1992),Taylor and Wyatt (1996)]. 

The use of rural wages is not likely to pose a problem in studies of rural labor mi- 
gration in developed countries, where few labor migrants are engaged in household- 
farm production prior to migration. For example, in studies of US farm labor migration, 
observed earnings of migrants and nonmigrants are used ]e.g., Perloff et al. (1998), 
and Emerson (1989)]. Nevertheless, because individuals are not randomly selected into 
these two groups, these, like studies of rural out-migration in LDCs, must test and cor- 
rect for potential sample selection bias. 

3. Rural out-migration: Empirical evidence and evaluation of migration 
theories 

The empirical literature on determinants of rural out-migration is vast and spans a broad 
range of disciplines. Few studies, however, offer a basis to reliably test central hypothe- 
ses derived from the migration theories presented in Sections 1 and 2, above. Empirical 
research is hampered by high levels of aggregation, the absence of appropriate controls, 
a lack of micro data sets containing information on the array of variables required to 
estimate neoclassical and especially NELM migration models, and unreliable survey 
designs. Remarkably, information on migration and remittances is absent from nearly 
all household-farm surveys, making it impossible to estimate even the simplest migra- 
tion decision model. Given advances in migration theory and in econometric estimation 
techniques over the past two decades, data limitations currently are the major constraint 
on empirical migration research. Only in relatively few cases have advances in migra- 
tion theory informed the collection of new household-farm data. As a result, tests of 
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some of the most important and far-reaching propositions concerning migration and 
rural economies rest on a rather thin body of empirical literature. 

Despite the potential richness of micro-level econometric analysis based on the mi- 
gration decision rules presented earlier, most applied research has involved the estima- 
tion of aggregate migration functions of the general form of Equation (6). Wages and 
employment rates are included as regressors, but rarely is the Todaro expected-income 
term (the product of these two variables) included, and in even fewer cases is both a 
Todaro expected income term and a wage term included as a basis for testing the central 
hypothesis of a Todaro, versus a traditional neoclassical, model. 

Results of econometric analyses of aggregate migration flows from LDC rural areas 
generally support both neoclassical and Todaro expected-income migration theories. 
[E.g., see reviews by Yap (1977), and Todaro (1980), Fields (1979), Schultz (1982).] 
That is, in most cases, differentials in average wages or incomes between regions are 
significant in explaining migration flows in the expected direction. When differences 
in unemployment rates, the Todaro proxy for job probability, are also included, they 
typically have independent explanatory power. In the few studies reporting direct tests of 
the Todaro expected income hypothesis, i.e., including both an expected wage variable 
and wages as regressors, the expected wage term comes out to be significant [e.g., see 
Barnum and Sabot (1975) for Tanzania, Levy and Wadycki (1974) for Venezuela, House 
and Rempel (1976) for Kenya, and Fields (1979) for Colombia]. 

During the 1960s, there was an average of one million rural-urban migrants in the 
United States each year, and migrants and their children were involved in disturbances 
associated with civil rights protests in major U.S. cities. Many leading agricultural 
economists set out to examine the determinants and effects of rural-urban migration. 
The 1960s witnessed an explosion of aggregate-level research on farm labor migra- 
tion and rural-urban labor market linkages, perhaps best exemplified by the studies in 
Bishop (1967, p. 6) and in the report to the President's National Advisory Commis- 
sion on Rural Poverty (1967). The sharp divergence in incomes between the farm and 
nonfarm sectors was attributed to "the failure of the labor market to transfer sufficient 
quantifies of manpower from farms" [Bishop (1967), p. 6]. This view motivated re- 
search aimed at estimating, and designing policies to increase, the elasticity of labor 
supply from farms to the nonfarm sector, while recognizing social costs associated with 
rural out-migration, particularly for rural areas. 

Schuh (1962), in a pioneering study that anticipated Todaro (1969), found econo- 
metric evidence that increases in expected nonfarm income, either through a reduction 
in unemployment or an increase in wages, resulted in large shifts in farm labor supply 
to the left. He also found that farm incomes could be raised, although not greatly, by 
price support programs and that education positively affected farm incomes, both by 
accelerating migration and by raising the productivity of the labor force remaining in 
agriculture. 

Echoing Lewis while also suggesting impediments to mobility out of agriculture, 
Jones and Christian (1965, p. 524) argued that "the redundant supply of labor in agricul- 
tu re . . ,  is perpetuated by a lack of opportunity in alternative occupations. Agricultural 
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labor is 'trapped' in the 'other America' ". Others [e.g., President's National Advisory 
Commission (1967), also see papers in Heady (1961)] suggested that the rate of rural 
out-migration may have been excessive. The movement of people out of agriculture po- 
tentially creates social costs. Maddox (1960) classifies the costs of rural out-migration 
into three categories: those falling on the migrants themselves; those borne by the com- 
munities from which migrants move; and those affecting the communities to which 
migrants relocate. Maddox concluded that public action was warranted to offset neg- 
ative externalities associated with out-migration from rural communities, particularly 
those related to human capital losses. Johnson (1960) cautions that one cannot say with 
certainty whether a reduction in farm labor will reduce total farm output; if it is associ- 
ated with a move toward equilibrium, output may increase, while average earnings per 
farmworker may rise. 

The President's National Advisory Commission on Rural Poverty (1967, p. 524) con- 
cluded that "the mass exodus from low income rural areas . . .  has meant that those left 
behind are often worse off than before". This conclusion reflects a partial-equilibrium 
view, i.e., that population decline creates a factor-market disequilibrium, reducing the 
incomes and welfare of those left behind. It ignores the equally plausible role of migra- 
tion as an ameliorator of disequilibria (e.g., correcting a state of "too many farmers"). 
Gardner (1974), based on a two-stage least squares analysis of US census data, found 
that, during the 1960s, the rate of states' farm population loss was positively associated 
with the rate of growth of average rural-farm family income, and it had no adverse ef- 
fect on rural nonfarm incomes. If off-farm migration created disequilibria and transitory 
income losses, it would appear that "the people left behind" were sufficiently mobile to 
adjust over the ten-year period covered by Gardner's study. 

Carrying Schuh's analysis forward, Barkley (1990) found that economic growth re- 
sulting in rising returns to nonfarm relative to farm labor significantly explained the 
occupational migration of labor out of agriculture between 1940 and 1985. The elas- 
ticity of out-migration with respect to the ratio of nonfarm/farm average labor products 
(a proxy for wages) was estimated at 4.5. In contrast to Schuh (1962), however, con- 
trolling for this labor returns variable, Barkley found that urban unemployment did not 
deter labor migration, and the effect of agricultural policies (government payments to 
agriculture as a share of farm income) on labor migration from agriculture was insignif- 
icant. The decreasing effect of these unemployment and agricultural policy variables 
that were a focus of U.S. migration research in the 1960s probably reflects both that 
rural-to-urban migration had largely run its course by the end of the period considered 
by Barkley (1990), and that the principal source of labor for US agriculture had shifted 
from domestic to foreign. 

Migration elasticities were also key inputs into some research on measuring the 
economic returns to labor-displacing agricultural research. Because many labor-saving 
agricultural innovations are developed with public funds at public institutions, the rural- 
urban migration induced by publicly funded research became an issue in the United 
States several times during the twentieth century. By releasing labor from agriculture, 
publicly supported research "saved" inputs. Schultz (1953) pioneered studies of the 
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value of inputs saved as a result of agricultural research, generating very high estimates 
of the rate of return to public research investments. Input savings of $10 billion in 1950 
exceeded the cumulative $7 billion expenditures on agricultural research between 1910 
and 1950 (in 1950 dollars). 

However, if those displaced from agriculture are not re-employed in the higher wage 
nonfarm sector, and if the costs of these individuals' persisting unemployment are taken 
into account, estimated returns to agricultural research can fall sharply. Schmitz and 
Seckler in 1970 used the value-of-inputs-saved approach to measure the return to re- 
search on processed tomato mechanization. Based on the value of the hours of labor 
saved, they estimated in 1983 that the "gross" return to research expenditures was 929 
percent to 1282 percent when the opportunity cost of funds was 6 percent. However, if 
it is assumed that displaced workers receive compensation equivalent to 50 percent of 
their previous wages, the return to tomato harvester research falls to between 460 and 
814 percent. Richard Day (1967) noted that, if those displaced from agriculture wind up 
in concentrated poverty in cities, then efforts to speed up the diffusion of labor-saving 
innovations and to hasten migration may simply transfer rural poverty to urban poverty. 

Schmitz and Seckler noted that compensation could be paid to displaced workers 
who migrated from rural to urban areas, making public investment in labor-saving agri- 
cultural research highly desirable nonetheless. However, there was no displacement 
compensation available for most farmworkers, who were excluded from many of the 
programs developed in the 1930s to cushion the effects of labor market adjustments, 
including unemployment insurance. In the late 1970s, when the United Farmworkers 
Union was at its peak strength, it sued the University of California over publicly funded 
mechanization research that displaced workers. The suit was settled out of court, but one 
result was that public funds spent on labor-saving research declined sharply [Martin and 
Olmstead (1985)]. 

In LDCs, the preponderance of aggregate studies found that the effects of employ- 
ment-related variables generally equaled or exceeded those of wage-related variables 
[Massey et al. (1993, 1994, 1998); Schultz (1982) is one of the few exceptions]. For ex- 
ample, Maldonado (1976) found that differentials in both unemployment and wages sig- 
nificantly explained the volume of migration from Puerto Rico to the mainland United 
States, but the effect of the unemployment variable dominated that of the wage variable. 
Massey et al. (1994) re-estimated the Maldonado model, replacing the wage ratio with 
the ratio of expected wages (wages times employment probabilities). They found that 
unemployment rates still dominated the expected wage ratio in predicting out-migration 
to the mainland. Ramos (1992) and Castillo-Freeman and Freeman (1992) argue that 
displacement resulting from structural changes drives migration more than fluctuations 
in wages. An alternative explanation for the importance of the employment variable is 
suggested by Hatton and Williamson's (1992) excellent historical analysis of migration 
to the United States. They conclude that wage differentials shape the underlying propen- 
sity to migrate and drive long-term trends, but unemployment rates determine the timing 
of migration and thus are more important than wages in explaining year-to-year fluctu- 
ations in migration rates. Evidence that employment effects dominate wage-rate effects 
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is also provided by Straubhaar (1986) for migration from southern to northern Europe, 
and by Walsh (1974) for migration between Ireland and Britain. 

The impacts of wage and employment-rate differentials on migration are not invari- 
ant across migration type. A body of econometric research on Mexico-to-U.S. migra- 
tion flows lends support to the expected income migration model in explaining illegal 
and contracted-labor migration across borders. However, expected-income variables ap- 
pear less effective at explaining legal migration. Most illegal-migrant and contracted 
(bracero) flows originate in rural Mexico. Jenkins (1977) modeled bracero and illegal 
migration (proxied by apprehensions) between Mexico and the United States between 
1948 and 1972, finding that the Mexico-U.S. wage differential had a positive effect 
on both, as predicted by a neoclassical model. The wage effect was particularly strong 
when total (bracero plus illegal) migration was modeled. Blejer, Johnson, and Proze- 
canski (1978) extended this research by including legal migrants as well. The explana- 
tory variables included the ratios of Mexico/U.S. unemployment, industrial wages, and 
agricultural wages. They found that the unemployment ratio was significant and of the 
expected sign, and most of the explanatory power of this variable came from variation 
in the Mexican unemployment rate. Controlling for this unemployment effect, relative 
wages did not significantly affect migration. The model performed considerably bet- 
ter for illegal than for legal immigrants, however. White, Bean and Espenshade (1990) 
found strong econometric evidence that both unemployment and wage ratios explain 
illegal Mexico-to-U.S. migration (measured by the log of monthly apprehensions) from 
1977 through 1988. In an imaginative econometric analysis of Mexico-to-U.S. migra- 
tion and trade in winter vegetables, Torok and Huffman (1986) found that both U.S. 
wages and unemployment rates significantly affected the U.S. demand for illegal immi- 
grant workers (proxied by border apprehensions), while wages in Mexico significantly 
affected Mexico's supply of such workers. 

Only two of the 18 studies reviewed by Todaro (1980) and Yap (1977) use micro- 
level, rather than aggregate, data. As indicated earlier in this chapter, the major diffi- 
culties in estimating micro-econometric models of rural out-migration stem not only 
from data deficiencies but also from potential problems arising from sample selectiv- 
ity. The selection of individuals into and out of migration is endogenous, reflecting 
the comparative advantages of individuals and households in migration and nonmigra- 
tion work [Taylor (1987), Emerson (1989)]. Econometric techniques are well developed 
and accessible to correct for such selectivity bias [e.g., see Maddala (1983), and Lee 
(1978)]. To correct for selectivity bias, typically an inverse-Mills ratio, obtained from a 
first-stage, reduced-form probit regression, is included in income or earnings equations 
for migrants and nonmigrants, following Heckman's (1974) two-step estimator. This 
selectivity-correction procedure, in addition to resolving selectivity bias, also yields in- 
sights into the relationship between expected returns from migration and individual or 
family migration decisions [e.g., see Emerson (1989), and Taylor (1987)] and differ- 
ences in remittance behavior between migrant populations [Funkhouser (1995)]. 

Unfortunately, few surveys provide the data on earnings (or household-income contri- 
butions) of both migrants and nonmigrants required to implement selectivity-correction 
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techniques, and as a result, selectivity-corrected, structural models of migration deci- 
sions by individuals or households are rare. Notable exceptions are Emerson (1989), 
Robinson and Tomes (1982), Falaris (1987), Nakosteen and Zimmer (1980), Perloff et 
al. (1998), and Taylor (1987). All of these studies employ a "mover-stayer" human- 
capital migration model that controls for sample selection bias when estimating the 
economic returns from migrating. In contrast to aggregate migration models, which 
generally follow a Todaro specification, micro-econometric studies fall either into the 
"neoclassical" or "Todaro" category. For example, the agricultural labor migration stud- 
ies of Emerson (1989) and Perloff et al. (1998) utilize expected earnings, which are 
shaped by both wages and employment, as their income variable, while Robinson and 
Tomes (1982) and Falaris (1987) use only wages. 

Emerson (1989) provides an excellent example, in the context of U.S. agricultural 
labor migration, of how human capital theory, combined with micro data and appropri- 
ate econometric techniques for limited dependent variables and selectivity correction, 
yields insights not available from aggregate migration models. Employing a mover- 
stayer model, he offers micro-level support for the expected income model in a study of 
migratory labor and agriculture in the United States (Florida). Emerson first estimates 
separate earnings equations for migratory and nonmigratory work, correcting for sample 
selection bias. The estimated earnings in the two regimes are then used in a structural 
probit regression for migration. The results indicate that workers migrate for seasonal 
work in response to an expected wage differential favoring migratory work. Expected 
earnings for nonmigrant workers exceed those for migrant workers, and migrants are 
found not to have an absolute advantage in migratory work. Nevertheless, Emerson 
shows that individuals specialize in the type of work in which they have a comparative 
advantage. Because farmworkers' expected earnings are a function of both wages and 
employment, Emerson's model falls squarely into the Todaro theoretical framework. 

Perloff et al. (1998) follow a similar approach in their econometric study of seasonal 
agricultural worker migration in the United States, using data from the National Agri- 
cultural Workers Study (NAWS) for 1989 through 1991. A novelty of this study is that 
it decomposes expected earnings into wages and employment, making it possible to ex- 
amine the factors influencing each. Their findings support Emerson's (1989) conclusion 
that migration responds to expected earnings differentials across locales; however, the 
expected-earnings effect is small: employers must offer large earnings premia to induce 
workers to move. Earnings increases from migration are found to be due primarily to 
wage differentials, not to hours worked. Forty-eight percent of all seasonal farmworkers 
were found to migrate at least 75 miles in a given year. 

Robinson and Tomes (1982), like the remaining studies in the above list, do not focus 
on rural migration; however, their study of interprovince migration in Canada is one of 
the earliest applications of a mover-stayer model to interregional migration, and it is 
instructive in illustrating the importance of selectivity effects when estimating returns 
from migration. They found that returns to migration were overstated when selectivity 
was not taken into account. Individuals who moved from place A to place B earned more 
at place B than people who stayed at A would have earned at B. Taking into account 
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selectivity, individual migration was found to depend significantly on potential wage 
gains. When selectivity was ignored, however, the wage effect became insignificant. 
Like most studies, Robinson and Tomes also found that, consistent with information 
theory~ both language and education increased mobility of most groups. However, ed- 
ucation reduced the mobility of Quebec francophones. The exclusion of employment 
variables limits this study's relevance for cases in which unemployment is a considera- 
tion at migration origins and/or destinations. 

3.1. N E L M  models  

A large and growing body of research offers both circumstantial and direct evidence 
supporting the NELM view that migration decisions take place within a family or house- 
hold context and are influenced by families' efforts to overcome poorly functioning or 
missing risk and credit markets. Most of the NELM literature has been cast in the con- 
text of rural-to-urban migration. However, in light of relatively high wages available in 
developed countries (especially compared with LDC rural areas) and a low correlation 
between these wages and incomes in migrant-sending areas, international migration 
potentially represents a particularly effective strategy for minimizing family income 
risks and overcoming liquidity constraints. The importance of migrant, and especially 
foreign-migrant, income in the "income portfolios" of migrant-sending households is 
documented in a diversity of settings [e.g., Massey et al. (1994, 1998), Stark et al. 
(1986), Oberai and Singh (1980), Knowles and Anker (1981)]. 

Taylor (1987) tests for the significance of expected household income variables in 
shaping international (Mexico-to-U.S.) migration fi'om rural Mexico. Using data on 
contributions to household income by migrants and nonmigrants, a selectivity-corrected 
structural probit migration model is estimated for a sample of households in Michoacfin, 
traditionally the largest source-region for Mexico-to-U.S. migration. Consistent with 
both a Todaro expected-income and NELM model, increases in expected income con- 
tributions from migration by individual family members are found to significantly and 
positively explain the allocation of these individuals to migration. However, controlling 
for this expected-income gain, several other individual and household variables also sig- 
nificantly explained migration, through their effect on migration costs or other NELM 
considerations. Anticipating Emerson's finding that comparative advantage considera- 
tions influence migration, this study found that individuals who migrated to the United 
States were not above average contributors to rural Mexican household incomes, either 
as workers in Mexico or as migrants in the United States. However, family members 
with the highest expected contributions to rural Mexican households as nonmigrants 
were significantly less likely to migrate to the United States. 

Family migration networks, or the presence of contacts at prospective migrant desti- 
nations, are consistently found to be among the most important variables driving migra- 
tion [Greenwood (1971), Nelson (1976), Massey et al. (1987)], particularly to destina- 
tions that are associated with high migration costs and risks and a scarcity of information 
[Taylor (1986)]. In the case of rural Mexico-to-U.S. migration, assistance from family 
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members already in the United States is often instrumental in financing new migration. 
These family contacts also lowered the psychic costs of living and working abroad and 
played an important role in providing information. 

The NELM also hypothesizes that extra-household variables influence migration de- 
cisions. Building upon Taylor (1987), Stark and Taylor (1989) test the hypothesis that, 
controlling for expected absolute income gains from migration, a household's relative 
income position within its reference group (village) influences migration incentives. 
They include a measure of households' initial relative deprivation in a structural probit 
equation for migration. This variable has a positive and significant impact of the prob- 
ability that rural Mexican households send migrants to the United States. The relative 
deprivation hypothesis turns on the stability of reference groups in the face of migra- 
tion; both the migrant and the rest of the household must continue to view the village 
as the relevant reference group after migration occurs. This is more likely in the case 
of international migration, into a distinct cultural, social, and economic milieu, than for 
internal migration. In a subsequent study, Stark and Taylor (1991) find that relative de- 
privation significantly raises the probability of international (Mexico-to-U.S.) but not 
internal migration. 

Tests of impacts of risk on migration decisions (and vice-versa) hypothesized by the 
NELM are scarce, largely because of data availability. Rosenzweig and Stark (1989), us- 
ing unique longitudinal data from India, test the hypothesis that the "exchange" of indi- 
viduals between households through marriage reflects efforts by households to mitigate 
risk and smooth consumption in a context of information costs and spatially covariant 
risks. They find that (a) marriage cure migration reduces variability in consumption, 
given the variability of income from crop production; and (h) households exposed to 
higher income risk are more likely to invest in long-distance migration-marriage ar- 
rangements. A unique feature of NELM risk models is the possibility of a positive re- 
lationship between distance and migration probabilities. In a Todaro model, distance 
represents a cost of migration and therefore discourages it. 

A less direct test of NELM risk-and-migration hypothesis appears in Lucas and Stark 
(1985), the first attempt to test NELM predictions of migration and remittances. Using 
cross-sectional farm household data from Botswana for a drought year, a key implica- 
tion of the NELM - that migrants function as insurance intermediaries - is explored. 
Families at greater risk of temporary income loss as a result of the drought are found to 
receive significantly greater remittances in the drought year. The study rejects a "pure 
altruism" model of remittance behavior, while finding evidence of an inheritance motive 
to remit. 

Echoing Lucas and Stark, Hoddinott (1994) found evidence from west Kenya that 
wealthier parents, who can offer a greater (inheritance) reward for remittances, extracted 
a larger share of migrant earnings through remittances. He also found evidence that 
the credibility of the parental threat to reduce future bequests had a positive effect on 
remittances, controlling for migrants' earnings. 

The roles of family ties are central to Mincer's (1978) and Borjas' (1990) migration- 
probability models. Borjas (1990) models migration in the context of "dynastic house- 
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holds", positing the welfare of children as an important variable explaining migration 
decisions. Building upon these and the dynastic fertility model of Barro and Becker 
(1986), Tcha (1996) finds compelling evidence that reciprocal altruism between gener- 
ations significantly affects rural-to-urban migration in Korea and in the United States. If 
migration decision makers' altruism toward their children is high, the weight attached 
to their own expected income gains from migration (the Todaro variable) may be low 
relative to the weight attached to the descendants' incomes. If the descendants' perma- 
nent incomes are sufficiently large in urban areas (and with urban schooling), migration 
may be optimal in the absence of a positive urban-rural expected income differential for 
the parents, provided that parents' altruism toward their children is high. These studies 
reflect the NELM's emphasis on intra-familial ties when modeling migration decisions; 
however, they depart from most NELM research by restricting migration to moves by 
entire households rather than treating migration as a mechanism to diversify family la- 
bor allocations across space. 

Lucas (1987), Taylor (1992), Taylor and Wyatt (1996), and Rozelle, Taylor and de- 
Brauw (see Section 4) offer findings consistent with the NELM hypothesis that families 
participate in migration in an effort to overcome liquidity constraints on local produc- 
tion. 

Rosenzweig (1980) tested the hypothesis that capital market and information con- 
straints restrict labor mobility within rural areas. He found that laborers with land are 
less mobile than the landless. Balan, Browning and Jelin (1973) and Nabi (1984) find 
that rural-to-urban migrants from households owning land in rural areas are more likely 
to be temporary migrants. In these studies, the negative effect of land ownership on mo- 
bility (or duration of migration) is attributed to the difficulty of selling land holdings 
without suffering a capital loss. That is, mobility is reduced because of a capital-market 
imperfection: part of the capital accumulated by rural residents is not transportable. 

3.2. More on the selectivity effects o f  migration 

The findings from studies presented earlier indicate that migrants are selected on key 
characteristics, including their expected earnings potential as migrants and nonmigrants. 
Individual human capital and household variables, in turn, affect individuals' and house- 
holds' incomes with and without migration. Because of this, there is a "derived" se- 
lectivity of migration on specific individual and household characteristics, through the 
differential effects of these characteristics in migrant and nonmigrant labor markets. As 
human capital theory [Sjaastad (1962)] would predict, migrants tend to be younger than 
their counterparts who do not migrate. Household variables that influence individuals' 
income creation as migrants and/or nonmigrants (e.g., family migration networks or 
landholdings) often are found to significantly affect migration as well. The effects of 
some human capital variables differ sharply across migrant destinations. For example, 
education typically promotes rural out-migration, but not to all potential migrant desti- 
nations. Individuals significantly take their education to labor markets where they will 
reap the highest economic return to their schooling. In addition to a derived selectivity, 
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through income, there also appear to be direct effects of schooling, age, and other indi- 
vidual and household variables on migration that are independent of expected income 
[e.g., Massey et al. (1994, 1998), Taylor (1987)]. 

There is evidence that migration is selective on extra-household variables, as well. 
Schultz (1988) and Rosenzweig and Wolpin (1985) found that migration in Colombia 
is selective of characteristics of regions (i.e., relative prices): households sorted them- 
selves across localities with different relative prices. Selectivity of migration based 
on extra-household variables (e.g., local income disparities) is also documented by 
Stark and Taylor's (1989, 1991) studies of relative deprivation and migration, described 
above. 

The selectivity of rural out-migration may differ not only across migrant destinations 
but over time as well. For example, the Binational Study of Mexico-to-U.S. Migration 
[United States Commission on Immigration Reform (1997)] found that this migration is 
not only highly selective, reflecting differences in information and the costs and benefits 
of migration across individuals and households in Mexico, but also that this selectivity 
process has changed substantially in response to changing characteristics of migrant la- 
bor demand in the United States, migrant labor supply in Mexico, and the networks of 
contacts with family and friends that link prospective migrants with U.S. labor markets. 
Labor migrants from rural Mexico, once almost entirely solo men with limited school- 
ing, are increasingly female, married, and better educated than those who stay behind. 
Key human capital variables like schooling may yield low returns in rural areas com- 
pared with urban areas, but there may be little reward for education in some migrant 
labor markets, e.g., low-skill labor markets abroad in which unauthorized immigrants 
frequently are concentrated. 

Taylor (1986) found that schooling had a positive effect on rural out-migration but 
a significant negative effect on migration to the United States from a sample of rural- 
Mexican households in 1983. Taylor (1987) found that, controlling for migration se- 
lectivity, the income returns to schooling for rural Mexican households were positive 
for internal migration but insignificant for Mexico-to-U.S. migration, which usually 
entailed work as illegal immigrants in low-skill activities. Because of this, schooling 
was negatively related to household income from international migration. However, us- 
ing data from a more recent survey that included these same households, Taylor and 
Ytinez-Naude (2000) find that the schooling effect on Mexico-to-U.S. migration was 
significant and positive. This change may be attributable to Mexico's economic crisis 
of the mid-1980s and early 1990s, which dramatically reduced expected earnings for 
urban workers in Mexico. 

Using aggregate data on migration between Puerto Rico and the U.S. mainland, 
Castillo-Freeman and Freeman (1992) and Ramos (1992) also find evidence of shift- 
ing migrant selectivity over time. There, however, migration selection increasingly fa- 
vored the unemployed and individuals with little schooling, apparently because of an 
increase in the island's minimum wage that reduced employment in low-wage indus- 
tries [Castillo-Freeman and Freeman (1992)]. 
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4. Impacts of migration on rural economies 

In both classical and neoclassical (including Todaro) migration models, the only av- 
enue through which rural out-migration can impact the rural economy is through labor 
markets. Migration represents a loss of  human resources for rural migrant-sending ar- 
eas. I f  there is surplus rural labor, however, this labor loss has zero opportunity cost. 
In the theoretical world developed by Lewis (1954), where the rural migrant-sending 
areas are characterized by a surplus of  workers and a perfectly elastic labor supply, the 
loss of  human resources through migration does not provoke a production decline, nor 
does it exert upward pressure on rural wages. The only potential welfare effect of  out- 
migration on the rural economy is an increase in the average product of  labor for the 
non-migrating rural population, assuming that rural households cease to support out- 
migrants once they leave, and vice-versa. 

Graphically, this condition is depicted by a marginal product curve for labor in the 
rural sector that is no longer positive once the entire work force is employed. In Figure 3, 
any labor force size in excess of  L 1 is "redundant" in the sense that it does not contribute 
positively to agricultural production. This condition means that an amount of  labor equal 
to L r - L 1  may be withdrawn from the rural workforce without inflicting a production 
loss. As this labor is withdrawn, the average product of labor - total production divided 
by the remaining rural workforce - increases [Ranis and Fei (1961)]. Beyond this point, 
the opportunity cost of emigration for the sending economy becomes positive. Once the 
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Figure 3. Labor-market impacts of emigration in a Lewis world. An amount of labor equal to L T - L  1 can 

emigrate without inflicting any production loss on the sending area. 
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marginal product of rural labor exceeds the urban wage, we leave the classical Lewis 
world and enter the neoclassical world. 

The validity of the Lewis surplus labor hypothesis has been challenged empirically by 
research showing that, even where surplus-labor conditions prevail most of the year, sea- 
sonal bottlenecks may produce a marginal product of labor that is positive [see Gregory 
(1986), for example]. In this circumstance, the opportunity cost of rural out-migration 
is not zero, since the loss of workers results in production declines in seasonal activities. 

Lewis (1954) actually pays considerable attention to the interaction between rural 
development and migration. However, the Lewis model (especially its interpretations) 
has been criticized for implicitly treating the rural sector as a black box from which 
surplus labor is drawn for use in an expanding modern sector. As such, most treatments 
of this model offer limited insights into the interactions between migration and rural 
development. 

The Todaro model produces a richer set of rural welfare and policy implications than 
either its classical or neoclassical predecessors, implicitly shifting migration and un- 
employment policy focus from the urban to the rural (i.e., labor-supply) sector in two 
ways. First, a high migration elasticity with respect to urban jobs means that an ur- 
ban employment-generation project may result in more, not less, urban unemployment. 
(Considerations of urban or rural unemployment lie outside the realm of the traditional 
neoclassical migration model.) Because higher urban employment increases the urban 
expected wage and triggers more migration, policies operating solely on the labor- 
demand (i.e., urban) side are not likely to significantly reduce urban unemployment. 
Second, estimates of the shadow price of rural labor to the urban sector are likely to 
be biased downward if the migration elasticity is ignored. The lost agricultural product 
of the migrant who secures an urban job does not represent the full opportunity cost of 
rural out-migration if more than one rural worker is induced to migrate. The opportunity 
cost for the rural sector also includes the loss of agricultural production of others who 
migrate but are less fortunate in finding urban employment. 

Theoretical economic research on the welfare costs of labor and capital lost to mi- 
gration focuses principally on international migration. However, the findings of this 
research are equally relevant to rural out-migration, either to destinations domestic or 
abroad. 

In a perfectly competitive, neoclassical world (without surplus labor or other market 
imperfections), a worker is paid the marginal value of what he or she produces prior to 
emigrating. Based on this assumption, early theoreticians argued that emigration should 
have a neutral effect on the economic welfare of nonmigrants: any decrease in local 
production attributable to the loss of labor through emigration should equal the wages 
that workers received prior to emigrating [Grubel and Scott (1966)]. Although local 
production may decline by an amount equal to the marginal product of the migrant who 
has departed, the size of the economic pie available to those who do not migrate is 
exactly the same as before. 

Consider an economy characterized by a production function that is homogeneous of 
degree one, i.e., y = f ( k ) ,  where y and k are the output-labor and capital-labor ratios, 
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respectively, and f(k) > 0. In this case, outmigration increases k and thus the income 
per head of those left behind. This basic conclusion does not change when migrants own 
capital but leave it behind, even if they continue to receive the income generated by their 
capital. [MacDougal (1960) and Kemp (1964) present a formally identical argument for 
the case of foreign investment.] The only case in which those left behind may be worse 
off is when the migrants own a lot of capital and take it with them. 

In a Lewis (1954) world of surplus labor, emigration leaves total production un- 
changed, and the average product of labor for nonmigrants unambiguously increases. 
However, if migrants take capital with them, the marginal product of labor curve may 
shift downward, increasing the size of the "redundant" work force and setting the stage 
for new rounds of rural out-migration. In this scenario, migration may reduce the aver- 
age product available for nonmigrants. 

The migration of migrant-owned capital out of the rural economy is not considered 
by either Lewis or Todaro. However, both Johnson (1967) and Berry and Soligo (1969) 
argue that the effect of out-migration on economic welfare in sending areas depends 
critically on how emigration affects the local capital stock - that is, on how much cap- 
ital migrants take with them. A loss of capital through migration has two implications. 
First, the capital supply curve shifts inward, driving up the local rental rate on capital 
and raising marginal profits. Second, the loss of capital through emigration reduces the 
productivity of complementary labor inputs. This effect could be illustrated by an in- 
ward shift of the labor demand curve, which would reduce the wages of those who stay 
behind. Berry and Soligo (1969) show that, under general neoclassical assumptions, the 
out-migration of labor lowers the total income of non-migrants unless (a) emigrants own 
a disproportionately large share of capital and (b) they leave this capital behind when 
they emigrate. If these conditions hold, emigration increases the capital/labor ratio for 
those who do not emigrate, thereby raising labor productivity and wages. 

The most obvious instance in which conditions (a) and (b) above do not hold is the 
emigration of human capital, i.e., people with education, skills, entrepreneurial spirit, 
and a willingness to take risks. By definition, human capital is attached to the migrant 
and necessarily leaves the rural sector when he or she does. If migrants are positively 
selected with respect to human capital characteristics, therefore, it will cause a "brain 
drain" from the rural economy, the effects of which are similar to those of capital flight, 
lowering the productivity, and hence the wages, of complementary labor in migrant- 
sending areas. 

Thus, two clear lessons relevant to understanding welfare effects of migration on ru- 
ral areas emerge from early theoretical research on welfare effects of out-migration. 
First, the effects of labor emigration depend critically on how this migration affects the 
capital-labor ratio among non-migrants. Second, the distributional effects of emigra- 
tion are likely to be unequal across socioeconomic groups. Rivera-Batiz (1982), in a 
seminal piece, explored the theoretical implications of emigration for capital-rich and 
labor-rich individuals. He showed that if migrants take capital with them, then the real 
income of capital-rich individuals unambiguously increases, but the effect on labor-rich 
individuals is unclear. Other studies [Wong (1983), Quibria (1988), Davies and Wooton 



492 J.E. Taylor and PL. Martin 

(1992)] offer theoretical support to the argument that emigration both is globally ben- 
eficial to those who do not migrate and reduces income inequality in migrant-sending 
areas, provided that it results in an overall increase in the capital-labor ratio within the 
migrant-sending economy. 

4.1. Remittances and welfare 

Migration not only produces lost-labor, and possibly also lost-capital, effects on rural 
economies. It also represents a potentially important source of income and savings, 
through migrant remittances. Djajic (1986), in an extension of the neoclassical research 
cited earlier, concludes that nonmigrants benefit from emigration, even if they do not 
receive any of the remittances themselves, provided that the magnitude of migrants' 
remittances exceeds a critical threshold roughly equal to the value of the production 
they would have produced had they stayed behind. 

Measuring remittances is difficult because migrants often enter developed countries 
outside of official channels and repatriate their earnings through informal means. Money 
may be returned in the form of goods purchased abroad or in the form of cash savings 
brought back by migrants or visiting family members, what Lozano Ascencio (1993) 
calls "pocket transfers". 

Despite these difficulties, research indicates that migrant remittances, like other types 
of income transfers, contribute to rural migrant-sending economies in at least three 
ways: first, they increase income directly, by raising incomes of migrant-sending house- 
holds; second, they may also raise local incomes indirectly by enabling families to over- 
come liquidity and risk constraints on local production (the NELM effects described 
above); and third, they create general-equilibrium effects inside and outside the rural 
economy. 

A number of studies present econometric estimates of remittances in LDCs [e.g., 
Banerjee (1984), Johnson and Whitelaw (1974), Lucas and Stark (1985), Rempel and 
Lobdell (1978)]. Unfortunately, few take into consideration the self-selectivity of mi- 
gration when estimating remittance functions. Exceptions include Hoddinott (1994) and 
Taylor (1987), which are discussed below. 

4.2. NELM impacts 

Few researchers have attempted to test the implications of migration for rural incomes 
and welfare in a NELM framework. The few that do find evidence that migration un- 
leashes an array of indirect effects on rural economies that are largely outside the realm 
of neoclassical migration models. 

Lucas (1987) uses aggregate time-series data on migration to the Union of South 
Africa from five African sending nations. His econometric analysis finds that the oppor- 
tunity cost of wage labor, which includes migration, is large: output in migrant-sending 
households falls as labor is withdrawn from farm production. However, he also finds 
a positive feedback of migrant remittances on production. Two possible explanations 
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for the second finding are, first, that migrant remittances are invested in production 
at home, which loosens financial constraints on productivity-enhancing ventures and 
yields a higher output, and second, that migration diversifies income sources and en- 
courages risk-averse households to undertake unproven, but potentially productive, in- 
vestments. 

Consistent with these predictions, Adams (1991b) finds that rural Egyptian house- 
holds containing foreign migrants have a higher marginal propensity to invest than do 
their non-migrant counterparts. Migration thus has a positive effect on investment that is 
independent of its contribution to total household income. Policy biases against agricul- 
ture, however, discourage agricultural investments in favor of land purchases, yielding 
the remittance-use pattern frequently observed in community studies. 

Taylor (1992) estimated the marginal effect of migrant remittances on farm income 
and asset accumulation using data from households interviewed at two points in time 
in rural Mexico. Initially (in 1982), the marginal effect of remittances on household 
income was less than unity - that is, a $1 increase in remittances produced less than 
a $1 increase in total income within remittance-receiving households - an effect that 
is consistent with the hypothesis that the marginal product of migrant labor is positive 
prior to migration. 

In a later period (1988), however, the marginal impact of remittances on total income 
was greater than unity: a $1 increase in remittances brought a $1.85 increase in total 
household income. This finding is consistent with the view that remittances loosen con- 
straints on local production, once migrants become established abroad. In the Mexican 
case, Taylor (1992) also found that remittances promoted the accumulation of livestock 
over time and increased the rate of return to livestock assets (through complementary 
investments). Moreover, subsequent research using these data showed that, consistent 
with NELM theory, the marginal income effect of remittances was greatest in the most 
liquidity-constrained households [Taylor and Wyatt (1996)]. 

The micro impacts of migration and remittances on agricultural productivity are 
complex and have been little explored. Rozelle, Taylor and deBrauw (1999), using 
simultaneous-equation methods and a unique data set from China, found that the loss 
of labor to migration significantly reduced grain yields, reflecting an absence of on- 
farm labor markets. However, migrant remittances significantly increased yields, par- 
tially offsetting the negative lost-labor effect. Overall, Rozelle et al.'s findings suggest 
that constraints in the operation of on-farm labor and capital or insurance markets both 
provide households with a motivation to migrate and distort on-farm operations when 
labor leaves. Policies alleviating these market constraints could increase production ef- 
ficiency while reducing the need to send migrants out into the labor force to finance 
on-farm activities and/or insure against income shocks. 

These studies, while offering econometric evidence in support of the new economics 
of labor migration, also suggest that the relationship between migration and develop- 
ment is not invariant over time or across settings. Over time there appears to be a pat- 
tern first of negative and then of positive effects of migration on non-migration income 
in sending households. Across settings, the extent of the positive effect depends on the 
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profitability of investments in new production activities, which in turn depend on other 
local conditions. 

In Taylor's rural Mexican communities, livestock production proved to be a viable 
income-generating activity because pastureland was available, transportation links were 
relatively well developed, and marketing facilities were accessible. Once households 
were able to overcome the constraint of having limited resources to invest in livestock 
herds, the potential for economic growth and development was quite large. In other com- 
munities, however, profitable investment opportunities in cattle-raising were limited by 
environmental conditions, market constraints, and government policies that structured 
the terms of trade against agricultural production. 

Thus, government policies represent a vital link between migration and development. 
Compared with the neoclassical model posited by Todaro and others, the new economics 
of labor migration developed by Stark and his successors leads to a radically different 
set of policy prescriptions to reduce emigration. Rather than intervening directly in la- 
bor markets, governments that wish to reduce out-migration should attempt to correct 
failures in local capital and risk markets, thereby offering households credit and insur- 
ance alternatives to migration. In the new economic model, imperfect credit and risk 
markets, not a low equilibrium wage in the labor market, are the fundamental causes 
of international migration (although credit and risk market imperfections, by restricting 
growth, may result in a low equilibrium wage). 

4.3. General-equilibrium effects 

Both rural out-migration and migrant remittances may generate important general- 
equilibrium effects as well, including feedback on the rural economy. For example, 
Mexico-to-U.S. migrant remittances in excess of $4 billion annually [United States 
Commission on Immigration Reform (1987)], most of which flow into Mexico's rural 
economy, increase rural households' demand for both food and manufactured goods. In 
this way, they generate demand linkages that may stimulate rural production activities 
and also incomes and employment in urban areas. Increases in urban incomes, in turn, 
increase the demand for food and other goods produced in rural areas. 

General equilibrium effects of migration and remittances on rural economies can be 
estimated using economy-wide modeling techniques, which trace how both remittances 
and the labor lost to migration influence income and production as they work their way 
through the migrant-sending economy. Unfortunately, with a few exceptions, economy- 
wide techniques have not been utilized to examine the impacts of out-migration on 
rural economies. The few that have are from Mexico. They offer evidence at both 
the national [Taylor et al. (1996)] and village [Taylor and Adelman (1996), Taylor 
(1996), Adelman et al. (1988)] levels that migrant remittances produce significant mul- 
tiplier effects on migrant-sending economies; that in the case of international migra- 
tion, these effects are particularly important for rural areas; and that remittances also 
tend to have an equalizing effect on the distribution of income among socioeconomic 
groups. 
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Kim (1983, 1986) found that between 3 percent and 7 percent of 1976-81 GNP 
growth in South Korea was attributable, directly or indirectly, to migrant remittances. 
Ro and Seo (1988) set the figure at a remarkable 33 percent in 1982. Likewise, Hyun 
(1984) reported that a 10 percent increase in remittances brought a 0.32 percent increase 
in private consumption, a 0.53 percent increase in fixed investment, a 0.22 percent in- 
creased in GDR and a 0.13 percent increase in prices. Based on his computable gen- 
eral equilibrium (CGE) analysis of Bangladesh, Habib (1985) estimated that the money 
remitted by Bangladeshi overseas workers in 1983 gave rise to an additional final de- 
mand of $351 million, which, in turn, generated 567,000 jobs. Ali (1981) and Mahmud 
(1989) found that while remittances to Bangladesh were targeted primarily to current 
consumption, a significant share went to nontraded goods such as land, housing, and 
education. After estimating employment multipliers, Stahl and Habib (1991) found that 
each migrant created an average of three jobs through remittances. Taylor et al. (1996) 
concluded that, in Mexico, remittances flow disproportionately into poor rural and ur- 
ban households, and they create second-round income linkages that also favor the poor. 
In other words, many of the benefits of remittances accrue to households other than 
the ones that receive them, both inside and outside the rural economy; income link- 
ages between migrant and non-migrant households transfer the benefits away from the 
remittance-receiving household. 

Village research by Adelman, Taylor and Vogel (1988) estimated a "remittance mul- 
tipliere" from international migration equal to 1.78; that is, $1 of international migrant 
remittances generated $1.78 in additional village income, or 78 cents' worth of second- 
round effects. The additional income was created by expenditures from remittance- 
receiving households, which generated demand for locally produced goods and services, 
bolstering the incomes of others in the village. They also found that remittances created 
new rural-urban growth linkages by increasing the demand for manufactured goods pro- 
duced in Mexican cities. Finally, remittances stimulated investments in physical capital 
and schooling (by $.25 and $.13 per dollar of remittances, respectively) among both 
migrant and nonmigrant households in the village. 

Village CGE studies from Mexico, Java, Kenya, and E1 Salvador find that migra- 
tion tends to compete with local production for scarce family resources, raising ru- 
ral incomes but in some cases producing, in the short run, a "Dutch disease" effect 
on migrant-sending economies. In the long run, however, remittance-induced invest- 
ments increase community income. Both the household and regional effects of migra- 
tion depend, however, on how remittances, and the losses and gains of human resources 
through out-migration, are distributed across households, on the existence of nontrad- 
able consumer and investment goods in the migrant-sending economy, and on produc- 
tion constraints in different households [Taylor and Adelman (1996)]. 

In general, migration is likely to have the largest positive effect on rural economies 
when the losses of human and other capital from out-migration are small; when the 
benefits of migration accrue disproportionately to households that face the greatest ini- 
tial constraints to local production; and when households that receive remittances have 
expenditure patterns that produce the largest rural income multipliers. 
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4.4. Migration, inequality, and rural welfare 

A number of researchers have examined the distributional effects of migrant remittances 
by comparing income distributions with and without remittances [Barham and Boucher 
(1998), Oberai and Singh (1980), Knowles and Anker (1981)] or by using income- 
source decompositions of inequality measures [Stark et al. (1986, 1988), Adams (1989, 
1991a), Adams and Alderman (1992)]. These studies offer conflicting findings about 
the effect of remittances on income inequality. 

Stark, Taylor and Yitzhaki (1986) provide a theoretical explanation for these conflict- 
ing findings. They argue that rural out-migration, like the adoption of a new production 
technology, initially entails high costs and risks. The costs and risks are likely to be 
especially high in the case of international migration. Given this fact, pioneer migrants 
tend to come from households at the upper-middle or top of the sending-area's income 
distribution [e.g., Portes and Rumbaut (1990), Lipton (1980)], and the income sent home 
in the form of remittances is therefore likely to widen income inequalities. 

This initial unequalizing effect of remittances is dampened or reversed over time 
as access to migrant labor markets becomes diffused across sending-area households 
through the growth and elaboration of migrant networks [see Massey et al. (1994)]. 
Thus, Stark, Taylor and Yitzhaki (1988) found that migrant remittances had an unequal- 
izing effect on the income distribution in a Mexican village that recently had begun to 
send migrants to the United States, but an equalizing effect on another village that had a 
long history of participating in Mexico-to-U.S. migration. They then conducted a wel- 
fare analysis of remittances using a social welfare function sensitive to both per capita 
income and inequality. Remittances were shown to increase rural welfare in the case 
of both villages, although the positive effect of remittances on inequality dampened the 
welfare effect in the first village. 

Taylor (1992) extended this analysis by taking into account the indirect effects of in- 
ternational migration on income and asset accumulation over time. He provides longi- 
tudinal evidence in support of the Stark-Taylor-Yitzhaki hypothesis. Lost labor effects 
tend to dampen the unequalizing effects of remittances in the short run, but the posi- 
tive indirect effects of migration on household income in poorer families (achieved by 
loosening capital and risk constraints on local production) make migration more of an 
income equalizer in the long run. 

Over time, the indirect effects of migration on both income and inequality become in- 
creasingly important. If the Stark-Taylor-Yitzhaki hypothesis is correct, then we would 
expect poorer households to have the largest capital and risk constraints on investments 
in local income-generating activities, and therefore, the largest incentives to place mi- 
grants abroad as "financial intermediaries" to facilitate the tasks of risk management 
and capital acquisition, other things being equal. Initially, however, barriers to interna- 
tional migration in the form of high costs, poor information, and uncertainty discourage 
poor households from sending their family members to labor abroad. 

Stark, Taylor and Yitzhaki (1988) find evidence of such barriers in the Mexican case. 
As barriers to international migration fall with the expansion of migrant networks, how- 
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ever, the benefits of international migration flow increasingly to the households that are 
most capital- and risk-constrained (i.e., lower income households). If these households 
invest in local income-generating activities, then indirect income effects should rein- 
force the increasingly favorable direct impacts of remittances on sending-area income 
distributions. This expectation is consistent with Taylor's (1992) and Taylor and Wyatt's 
(1996) findings from Mexico. 

Findings from the relative deprivation migration studies of Stark and Taylor (1989, 
1991) indicate that rural income inequality may be a determinant of, as well as influ- 
enced by, migration. In a Todaro model, a mean-preserving spread in the rural income 
distribution does not affect migration, because it leaves the expected income gains from 
migration unchanged. However, in a relative deprivation model, an increase in rural 
income inequality that makes some households more relatively deprived creates new 
incentives for migration by those households. The feedback of migration on relative de- 
privation may make rural out-migration a self-perpetuating process. As migration cre- 
ates income gains for some rural households, it makes others (i.e., those not receiving 
remittance income) more relatively deprived. This, in turn, increases the latter's likeli- 
hood of participating in migration in an effort to overcome this relative deprivation in 
the future. 

4.5. Migration's impacts on rural migrant-receiving areas 

A large and burgeoning literature addresses the impacts of immigration in developed 
countries, particularly the United States [for an excellent review, see Borjas (1994)]. 
However, with very few exceptions, the focus of these studies has been on urban, rather 
than rural, labor markets. A nascent body of research examines the reshaping of rural 
economies in the United States through immigration. Interestingly, it echoes many of 
the themes and findings of research in the 1960s and 1970s on the impacts of rural 
population change in the United States (see above), but in a context of growing, rather 
than declining, rural populations. In LDCs, there has been growing interest in rural-to- 
rural migration and its implications for the environment. 

4.6. Impacts o f  immigration on rural economies in developed countries 

Several conceptual models attempt to describe how immigrants affect local populations 
and economies [Taylor et al. (1997)]. Two models mark the extremes. One argues that 
the presence of immigrant workers creates economies of scale and multiplier effects. 
In other words, the arrival of immigrants increases local economic activity and creates 
or preserves good jobs for local residents. This view characterizes much of the urban- 
focused research on immigration in the 1980s; for example, see Borj as (1984), DeFritas 
(1988), Altonji and Card (1991), Bean, Lowell and Taylor, (1988), LaLonde and Topel 
(1991), Borjas (1990), Grossman (1982), Muller and Espenshade (1985), Winegarden 
and Khor (1991), Simon, Moore and Sullivan (1993), Card (1990), Butcher and Card 
(1991), Vroman and Worden (1992), and Fix and Passel (1994). Their findings generally 
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support Piore's (1979) argument that most recent immigrants are concentrated in distinct 
labor-market segments. According to Piore, 

The jobs (immigrants take) tend to be low-skilled, generally but not always low 
paying, and to carry or connote inferior social status; they often involve hard 
or unpleasant working conditions and considerable insecurity; they seldom offer 
chances of advancement toward better-paying, more attractive job opportunities 
(p. 17). 

Because of this, migrants and native workers tend to be complements, not substitutes, 
in production. The econometric model these studies employ involves regressing wages 
and employment (weeks worked) for different native-worker groups on the number of 
immigrants in local labor markets (SMSAs). Implicitly, this corresponds to a statistical 
experiment in which immigrants are randomly injected into closed labor markets. 

The other extreme view, inspired by neoclassical trade theory, argues that immigrants 
take over local jobs and freeze low wages into place, competing with at least some 
groups of workers. It is based on a fundamental critique of the research methods uti- 
lized by earlier studies, recognizing that native workers are likely to respond to the 
arrival of immigrants by moving to less immigrant-impacted labor markets, shifting the 
labor-supply curve inward and dissipating the impacts of immigration through internal 
migration. Studies that focus on immigration impacts on local economies, including lo- 
cal rural economies, therefore may mask the macro effect of immigration on wages and 
employment [Borjas (1994)]. 

There are reasons to expect a priori that both of these models help characterize the 
impacts of immigration in rural communities. Taylor, Martin and Fix (1997) found that, 
in California, the preponderance of new immigrants are low-skilled, capital-poor work- 
ers who compete with other low-skilled immigrants for seasonal farm jobs. Most have 
poverty earnings. They coexist in rural towns with established, usually older immigrant 
groups who have some access to capital and often specialize in providing farmworkers 
with services like housing, transportation, food, and job placement. New immigrants 
create new sources of income (income linkages) for these established residents of farm- 
worker towns, while constituting an inexpensive and flexible source of labor for agri- 
cultural employers who typically live outside the towns that house their workforce. The 
resulting mixture of positive income linkages for some groups and competition for low- 
wage, seasonal farm jobs among low-skilled immigrants creates a socioeconomic geog- 
raphy of contrast. While California's 12 major agricultural counties had farm sales of 
over $12 billion in 1993, more than any U.S. state except California itself, an average 
of 26 percent of all residents of farm towns in these twelve counties lived below the 
poverty line in 1990. Data from the NAWS indicate that, nationwide, more than 50 per- 
cent of all farmworker households had incomes below the poverty line in 1996 [Mines 
et al. (1997)]. 

Econometric findings reported in Taylor and Martin (1997) and Taylor, Martin and 
Fix (1997) point to a circular relationship between farm employment and immigration 
in 65 rural towns and cities of California. Taylor and Martin (1997); [also see Martin and 
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Taylor (1999)] estimated a five-equation simultaneous-equation model for immigration, 
farm employment, migration, poverty, and welfare use. They found evidence of a circu- 
lar relationship between immigration and farm employment between 1980 and 1990: an 
additional 100 farm jobs were associated with 143 more immigrants, and an additional 
100 immigrants, in turn, were associated with the creation of 36 more farm jobs. Be- 
cause most farm jobs are seasonal and offer workers below-poverty-level earnings, each 
additional farm job was associated with $987 in welfare payments in 1990. There was 
no evidence that poor immigrants were more likely to receive welfare income than poor 
nonimmigrants in rural California. However, immigration constituted an important link 
in the farm employment-immigration-poverty-welfare chain. Based on a three-stage 
least-squares analysis of census tract data, Taylor and Martin (1998) found evidence of 
a similar "vicious circle" of immigration, poverty, and farm employment in the western 
United States between 1980 and 1990. It stood in contrast with negative effects of farm 
employment on poverty and welfare use, both in the West and in the United States as a 
whole, one decade earlier. 

Taylor, Martin and Fix (1997) examine the re-creation of rural poverty through immi- 
gration, drawing from an econometric analysis of census data and case studies of rural 
California communities. They reach three broad conclusions: First, immigration, prin- 
cipally from rural Mexico, is fueling an unprecedented growth in population, poverty, 
and public service demands in rural California communities. Second, upward mobility 
of immigrant farmworkers in rural California is the exception rather than the rule. Third, 
public resources available to integrate newcomers are declining even though the num- 
ber of immigrants is increasing. In rural areas, federal assistance programs originally 
created for other purposes have become de facto immigrant assistance programs. This 
study found no evidence that the poverty impacts of immigration spill over into adjacent 
communities. 

These findings are consistent with those of Gardner (1974) and others who docu- 
mented a positive relationship between out-migration and rural incomes in earlier pe- 
riods. Just as rural out-migration appears to have resolved the poverty associated with 
"too many farmers" between 1940 and 1970, immigration, stimulated by the expansion 
of low-skill farm jobs, appears to be creating a poverty associated with "too many work- 
ers" in the 1980s and 1990s. If history repeats itself, this new rural poverty will stimulate 
rural-to-urban migration. However, given an elastic supply of low-skilled workers from 
abroad, it is not clear whether future rural out-migration will alleviate poverty in rural 
communities. 

More research is needed to understand immigration-employment-poverty links in 
rural areas and design policies to reduce poverty in an era of immigration-driven rural 
population growth. 

4. 7. Rural-to-rural migration in LDCs 

Nearly all research on internal migration in LDCs addresses rural-to-urban migration, to 
such an extent that "internal" and "rural-to-urban" are often treated as interchangeable 
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in migration research. Recently, there has been some interest in understanding the mag- 
nitude of, and the forces driving, rural-to-rural migration - that is, the redistribution of 
populations within rural areas. This research is motivated primarily by the environmen- 
tal ramifications of migration to remote rural areas of those in search of land to continue 
agricultural livelihoods. The World Bank's 1992 World Development Report notes that 
migration into new rural environments is an important mechanism by which rural popu- 
lation growth and poverty result in environmental degradation, including deforestation: 

Because they lack resources and technology, land-hungry farmers resort to . . .  
moving into tropical forest areas where crop yields on cleared fields usually drop 
sharply after just a few years [The World Bank (1992), p. 7]. 

Bilsborrow (1992) compares magnitudes of different types of internal migration flows 
in 14 countries and finds that rural-to-rural migration is the largest in three and exceeds 
rural-to-urban migration in eleven, despite being almost universally ignored in the lit- 
erature on internal migration. His research highlights statistical challenges to studying 
rural-to-rural migration, including questions surrounding the criteria used to classify 
populations as "rural" versus "urban" in different country settings. Nevertheless, it un- 
derlines the potential importance of rural-to-rural migration for some countries, partic- 
ularly those containing an extensive forest margin or rural frontier, on the one hand, 
and high rural population densities or inegalitarian land distributions, on the other. Typ- 
ically, migration to the rural margins is facilitated by public investments in roads to 
open up new agricultural frontiers [Bilsborrow and Carr (1998)]. Salient examples in- 
clude migration into the Brazilian and Ecuadorian Amazon, the emergence of new rural 
plantations in Malaysia and Thailand, agricultural labor migration from southern to 
northwestern Mexico, and the forced relocation of Javanese in Indonesia. 

The same tools used to model rural-to-urban and international migrations and their 
impacts potentially are useful for studying rural-to-rural migration; however, to date, 
little formal modeling of rural-to-rural migration has appeared in the economics liter- 
ature. Understanding the origins of rural-to-rural migration is crucial for determining 
the causes of, and formulating appropriate policy responses to, migration-induced de- 
forestation in LDCs. 

5. Conclusions and policy considerations 

The movement of labor out of agriculture is both a quintessential feature of agricul- 
tural transformations and a prerequisite for efficient and balanced economic growth. 
Yet one of the motivations for migration research, particularly for Todaro (1969) and 
his followers, has been to identify appropriate policy measures to reduce the rate of 
rural out-migration. The case for government interventions turns on the argument that 
some market distortions exist and that these distortions result in "too much" rural out- 
migration as well as in various migration-induced externalities at migrant origins and 
destinations. Concern over such externalities underlies much of the research on rural 
out-migration in the United States between 1940 and 1970. 
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As Romans (1974) [also see discussion in Greenwood (1975)] pointed out, social 
burdens or benefits from migration can arise from pecuniary externalities (e.g., income 
redistributive effects of the type discussed by Berry and Soligo (1969) (see Section 4 of 
this Chapter); impacts of migration on prices and, through them, on the derived demand 
for labor at migrant origins and destinations; technological externalities (e.g., increasing 
returns to scale or various external economies associated with migration); and/or market 
distortions (e.g., effects of migration on the demand for, and revenues to support, public 
goods and services). 

In a neoclassical world of complete and well-functioning markets, there is little or 
no economic rationale for policies to reduce migration. In Todaro (1969), migration in 
excess of urban job creation results in high rates of urban unemployment, with obvi- 
ous welfare costs for urban areas. In addition, because each new urban job stimulates 
the migration of more than one rural worker, the opportunity cost of urban job cre- 
ation for the rural economy is larger than would be the case in a context of urban full 
employment. Todaro's policy prescriptions all focus on interventions in labor markets; 
i.e., combining urban wage subsidies with physical restrictions on migration, he argues, 
is necessary to achieve economywide production efficiency (a second-best solution). 
(Bhagwati and Srinivasan (1974) show that this is actually not correct because a first- 
best solution is possible using a variety of tax and subsidy schemes, without relying on 
physical restrictions on migration. They, too, focus on labor-market interventions to re- 
duce unwanted rural-to-urban migration.) The market distortion that results in too much 
migration in this view is a formal-sector urban wage that is institutionally set above the 
market-clearing level. This results in urban unemployment and creates the rationale for 
using an expected-income migration model. 

The NELM shifts the focus of migration policy from interventions in labor markets 
to interventions in other markets, especially those for capital, risk, and information. In 
this view, market imperfections are the distortions that stimulate migration at levels that 
would not be optimal in a strictly neoclassical world. There is no reason to assume that 
disequilibrium in the labor market, reflected in migration, should be addressed by policy 
interventions in that market. As the Russian proverb cited by Stark (1982) so aptly puts 
it, "It is not the horse that draws the cart, but the oats". 

Unlike in the Todaro approach, however, it is not clear whether there is too much or 
too little migration in a NELM world. For example, if rural households engage in mi- 
gration in an effort to reduce their income risk or overcome credit constraints, the result 
is more migration than would be observed in the presence of perfect rural insurance or 
capital markets. On the other hand, migration risks, liquidity constraints on financing 
costly migration, and imperfect information about labor markets at migrant destinations 
would result in less migration than would be optimal in a world of perfect information 
and markets. While migration in excess of urban job creation pushes up the shadow 
wage associated with urban jobs, a positive feedback of migration on rural production 
reduces this shadow wage [Stark (1982)]. 

Nevertheless, who migrates matters. Rural market distortions create inefficiencies by 
discouraging migration by individuals who lack access to information (e.g., because 
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they do not have migration networks, or contacts at migrant destinations) or who are 
less credit- or risk-constrained. In a first-best world, the individuals who migrate are 
those whose movement out of the rural sector results in the largest productivity and 
income gain for the economy as a whole. This is not necessarily the case when rural 
market imperfections drive migration decisions. 

In the light of distortions in rural credit, risk, and information markets, it is clear 
that migration decisions do not take place in a first-best world in the NELM, as in the 
Todaro, view. However, adding a new constraint to the general-equilibrium system by 
physically restricting migration, as Todaro proposes, obviously does not transport us 
to a second-best world if market distortions outside the labor market drive rural out- 
migration. Rather than attempt to directly influence rural out-migration, policies should 
focus on alleviating imperfections in rural markets that encourage "too many" people to 
leave the rural sector-  keeping in mind that leaving does not always mean economically 
abandoning - and perhaps also on making migration and remittances more conducive 
to rural development. 

In immigrant-receiving rural areas in the United States, the limited evidence avail- 
able suggests that a continuing influx of foreign workers to fill seasonal jobs may be 
a double-edged sword. Employers benefit from the presence of low-wage workers, but 
rural communities bear the costs of providing services and public assistance to impov- 
erished seasonal workers and their families. Immigration policies tend to produce un- 
intended consequences, increasing rather than reducing agriculture's use of immigrant 
farmworkers and changing the structure of farm labor markets in ways that make im- 
migration and labor laws more difficult to enforce and rural poverty more difficult to 
extirpate [Thilmany (1996), Martin et al. (1995), Taylor and Thilmany (1993)]. 

In LDCs, the redistribution of population within rural areas towards extensive forest 
margins or rural frontiers carries with it potentially far-reaching environmental conse- 
quences, including the irreversible loss of biodiversity. Researchers are only beginning 
to address the negative environmental externalities associated with migration to the ru- 
ral margins of LDCs. In the meantime, government policies frequently encourage this 
migration through infrastructure investments and other measures. It is likely that a com- 
plex interaction of government policies and market imperfections in migrant-sending 
areas shapes rural-to-rural migration and that environmental, like economic, outcomes 
are influenced by the selectivity of this migration. 

Because the stakes are high and the potential for policy failures along with market 
failures considerable, much more research is needed to determine whether, indeed, there 
is excessive rural migration in LDCs and excessive rural in-migration in high-income 
countries, and, if so, what the true determinants of this migration and the appropriate 
roles for government policy are. Disagreements over whether there is too much or too 
little migration partly reflect a scarcity of solid empirical research documenting alleged 
market distortions and their influence on migration and its welfare impacts. Until the 
hypotheses and welfare implications of competing migration models are more thor- 
oughly tested (and appropriate data generated to support such tests), these ambiguities 
will persist. One thing is certain: regardless of what directions our migration policies 
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and research take, the exodus of population out of the world's rural areas will continue 
and most likely accelerate in the twenty-first century. 
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Abstract 

The theory and methods used to analyze the market, management, and policy elements 
of agricultural finance draw substantially on modern finance concepts, but with signifi- 
cant tailoring to the unique characteristics of  agricultural sectors throughout the world. 
Both developed and developing economies are considered in this chapter. Discussed 
in detail are lender-borrower relationships, financial growth and intertemporal analysis, 
portfolio theory and financial risk, investment analysis, the financial structure of  agri- 
culture, and private and public sector suppliers of  financial capital. Other key issues 
involve the linkages between investment and finance, and the extent of credit rationing 
in agriculture. 
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1. Introduction 

Agricultural finance focuses on the acquisition and use of financial capital by the agri- 
cultural sectors of both developed and developing economies. Financial capital includes 
debt, equity, and leased capital, although each of these sources may include numerous 
forms. Much of the analytical work in agricultural finance has centered on the concept 
of credit as a firm's borrowing capacity and its utilization in acquiring and managing 
debt capital. Also receiving considerable attention are the leasing and related payment 
obligations for farmland and other types of assets, and the management of equity capi- 
tal. Channels for bringing outside equity capital into agriculture, however, are not well 
developed. Outside equity has been discouraged from agricultural investment financing 
in the past by risk and information problems, small farm size, and public policies and 
preferences. 

Agricultural finance includes elements of markets, management, and policy. The mar- 
ket element considers the organization and performance of institutions functioning as 
financial intermediaries for the agriculture sector, the trading of financial instruments in 
the financial markets, and potential rationing of credit and other market imperfections. 
The management element for agricultural firms includes investment analysis, capital 
structure, performance measurement, financial planning, risk and liquidity management, 
and establishment of "relationships" with financial intermediaries. These components 
may be evaluated at the firm level or at the aggregate, sector level. The policy element 
considers the role of governments in filling gaps and resolving imperfections in the 
agricultural finance markets and in providing targeted assistance to designated recipi- 
ents consistent with social goals that are unmet by private sources of financial capital. 

Agricultural finance utilizes key concepts of modern finance theory, adapted for ap- 
plication to the unique characteristics of agriculture. For example, the relatively small- 
scale, non-corporate structure of most farm businesses precludes the issuances, trading, 
and risk pricing of equity capital shares in public markets. These structural characteris- 
tics also result in greater emphasis on reputation and informal information exchanges in 
the formation of lender-borrower relationships. Consequently, approaches to investment 
analysis, optimal capital structure, and credit evaluation procedures must accommodate 
these and other empirical characteristics of agriculture. The unique structural and infor- 
mation characteristics of agricultural sectors have also led to the creation of specialized 
financial institutions, often publicly authorized, operated, and subsidized. 

This chapter identifies and develops key concepts of agricultural finance, by focusing 
on the market, managerial, and policy elements cited above. The scope of the chap- 
ter's analysis includes both developed and developing economies, although most of the 
applications are drawn from the developed economy setting. Section 2 of this chapter 
delineates the key financial characteristics of agricultural firms in greater detail. Sec- 
tions 3 and 4 identify key concepts from modern finance theory and assess their appli- 
cability to agricultural finance. Included is insight provided by principal-agent theory, 
financial contracting, and other elements of organizational economics. Section 5 ad- 
dresses lender-borrower relationships in agriculture, including the role of social capital 
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as a complement to the traditional relationship concepts. Sections 6 and 7 consider, re- 
spectively, firm growth and intertemporal analysis, and the role of risk management in 
agricultural finance. Section 8 focuses on aggregate investment analysis of the agricul- 
tural sector, including farmers' investment behavior, tax policies, and capital structure. 
Section 9 addresses the relationship among finance, economic growth, and the struc- 
ture of agriculture. Section 10 focuses on suppliers of financial capital to agriculture, 
and Section 11 provides a concluding perspective on credit, credit constraints, and their 
consequences. 

2. Financial characteristics of agriculture 

Managers of agricultural firms rely heavily on debt capital in combination with their 
own equity capital to finance their capital base, mechanize and modernize their farming 
operations, conduct marketing and production plans, and to serve as a valuable source of 
liquidity in responding to risks. In developing economies, debt capital is also important 
in smoothing consumption patterns over time. Readily available credit has facilitated 
many of the significant, long-term changes in the farm sector-increasing commercial- 
ization, larger farm sizes, fewer farms, greater specialization, greater capital intensity, 
adoption of new technology, stronger market coordination, and others [Barry (1995)]. 

Most farms throughout the world are small in size, not organized as corporations, 
and have ownership, management, and risk bearing concentrated in the hands of indi- 
vidual farmers and farm families [Barry et al. (1995); Barry (1995)]. Farms in devel- 
oped economies generally are much larger than their developing economy counterparts. 
A few farms, especially in developed countries, are large in size, industrialized in oper- 
ations, and have complex contractual arrangements for ownership, management, labor, 
and financing. Examples include large-scale cattle feedlots, hog production units, poul- 
try and egg production plants, orchards, and other specialty crop farms. 

Despite the small business orientation, agriculture typically is a capital-intensive in- 
dustry with investments in farmland, buildings, machinery, equipment, and breeding 
livestock dominating the asset structure of most types of farms. Farm real estate com- 
prises about 70 percent to 80 percent of total assets from year to year for the U.S. farm 
sector (U.S. Department of Agriculture). Inventories of livestock, machinery, crops, and 
other non-real-estate farm assets generally make up 10 percent to 15 percent of total as- 
sets. The dominance of farm real estate together with the relatively small holdings of 
financial assets indicates the high capital intensity and low asset liquidity of the sector. 
High capital intensity and low asset liquidity, in turn, create the demand for longer-term 
financing and careful matching of repayment obligations with projected cash flows. 

The farm sector debt-to-asset ratio typically falls in a relatively low range compared 
to debt-to-asset ratios in many other economic sectors. The farm sector debt-to-asset 
ratio in the U.S. increased steadily to reach the 15 percent to 18 percent range in the 
1970s and then rose above 20 percent in the mid-1980s, reflecting the decline in farm 
real estate values that characterized this period. Subsequent reductions in farm debt 
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and recoveries in farmland values in the late 1980s returned the debt-to-asset ratio to 
the 15 percent to 18 percent range, a range exhibited by other countries with similar 
characteristics. The farm sector balance sheet for Canada is consistent with the U.S. 
experience, although debt levels per farm and the aggregate debt-to-asset ratio remained 
higher than in the U.S. through the end of the 1980s [Freshwater (1989); Barnard and 
Grimard (1995)]. Similarly, the balance sheet for U.K. agriculture indicates debt-to- 
asset ratios below 10 percent in the 1970s and in the 10 percent to 18 percent range for 
the 1980s [Johnson (1990)]. In Australia, the farm sector ratio of long-term debt to total 
assets was less than 10 percent for 1990-1993 [Buffier and Metternick-Jones (1995)]. 

These farm sector debt-to-asset ratios are low relative to those in many other eco- 
nomic sectors. For the Australian case, Buffier and Metternick-Jones (1995) report that 
the long-term debt-to-asset ratio is the lowest for agriculture (10 percent), compared to 
ten other economic sectors (the three highest ratios are 66 percent for transport, 52 per- 
cent for construction, and 50 percent for recreation). Petersen and Rajan (1994) report 
average institutional debt-to-asset ratios for over 3,400 small non-farm U.S. businesses 
of 27 percent for corporations and 24 percent for sole proprietorships and partnerships. 
For large global corporations, selected year-end 1997 ratios of total liabilities to total 
assets are 87 percent for General Electric Company, 76 percent for IBM, 65 percent for 
Pepsico, and 50 percent for Amoco Oil Company. 1 

Low debt-to-asset ratios in agriculture, relative to other sectors of the economy, reflect 
the use of current market values of farm real estate compared with original cost-adjusted 
book values for depreciable assets in other sectors [Irwin (1968b)]. The lower range for 
the debt-to-asset ratio, however, is also consistent with the heavy reliance in agriculture 
on a non-depreciable asset such as farmland in which much of its economic return 
occurs as capital gains or losses on real estate assets [Melichar (1979); Barry et al. 
(1995)]. Several studies [Barry and Robison (1986); Ellinger and Barry (1987); Lee and 
Rask (1976)] have shown that the debt-carrying capacity of non-depreciable assets (for 
example, land) is considerably lower than that of depreciable assets, under traditional 
loan repayment arrangements. Lower aggregate debt-to-asset ratios for the farm sector 
are, therefore, logical to expect. 

The dominance of real estate among the farm sector's assets, along with a long-term 
growth in returns to farm assets (interrupted in the early 1980s) has meant that much 
of the farm sector's total economic returns has been unrealized capital gains or, on 
occasion, capital losses. 

When subject to financial analysis, the farm sector's financial statements indicate a 
reasonably solvent industry, but one that experiences chronic liquidity problems and 
cash flow pressures resulting from relatively low, but volatile, current rates-of-return to 
farm assets. These characteristics make the farm sector's debt-servicing capacity and 
creditworthiness vulnerable to downward swings in farm income and land values. 

1 The total liabilities for large corporations include contingent and deferred obligations in addition to out- 
standing debt. They are not, thus, directly comparable to the farm sector ratios, based on farm debt alone. 
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Non-farm income is also important to the liquidity position and financial well-being 
of the farm sector. The total annual non-farm income earned by farm operators in the 
U.S. has exceeded total net farm income since the early 1980s. Most of the non-farm 
income, however, is earned by large numbers of very small, part-time farms. 

The dominance of real estate in the agricultural sector's total assets and farmland's 
low debt-carrying capacity have fostered an extensive farmland leasing market. The 
leasing of farmland by farm operators has become a widespread and commonly ac- 
cepted method of gaining control of land in many countries, one that is especially ef- 
fective for expanding farm size. In 1992, 43 percent of total farmland in the U.S. was 
operated by farmers under a rental arrangement with landlords [Economic Research 
Service (1994)]. The remaining acreage was farmed by an owner-operator. The domi- 
nant form of rental arrangement in 1992 was a cash lease (65 percent) in which farmers 
paid a fixed or flexible amount of cash per acre to the landowner. Share leases and other 
arrangements constitute the remaining 35 percent of the total acreage under lease. The 
extent of leasing and share rents differs substantially among regions and states-share 
leasing is highest, for example, in the high soil productivity areas of the Midwest region 
of the United States, especially in Illinois (62 percent in 1992). 

In general, farmers who lease most of the land they operate can have higher debt- 
to-asset ratios and experience greater current rates of return to farm assets and equity 
than those who rely more on ownership. These measurement differences reflect different 
accounting benchmarks in the profitability and solvency measures for different tenure 
positions. These financial ratios may also differ substantially among farmers with differ- 
ences in farm size, age of operator, and major type of enterprise. Reliance on leasing and 
the resulting higher leverage ratios may also reflect the life cycle of the farm operator. 
Younger age classes of farmers lease more and tend to have higher leverage ratios. 

Agricultural firms face a complex risk environment. Included are risks resulting from 
lengthy biologically based production, marketing activities, contractual relationships 
with other parties, changes in asset values, and other related income-generating ac- 
tivities. Farmers also face risks associated with financial leverage and unanticipated 
changes in interest rates, debt-servicing requirements, and credit availability. Condi- 
tions in the general economy, financial markets, government policy, and international 
markets may all influence the risks faced by farmers. In general, the combined effects 
of business, financial, and contractual risks are high for most types of farms, thus plac- 
ing a high value on risk management. 

In response to these risks, farmers can employ a broad range of risk management 
practices [Patrick et al. (1985)]. Besides production and marketing responses to risk, 
financial responses include holding liquid assets, establishing and maintaining credit 
reserves, adjusting leverage positions, utilizing insurance, and maintaining flexibility in 
the frequency of making new capital investments or replacing depreciable assets. Some 
of the financial responses to risk are directly influenced by public policies, including 
crop insurance and public credit programs. Finally, a number of studies have shown that 
rates of return to agricultural assets have low, and in some cases negative, correlations 
with rates of return on various types of financial and non- farm assets [e.g., Barry (1980); 
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Arthur et al. (1988); Young and Barry (1987); Gu (1996)]. Thus, the high risks of stand- 
alone investments in agriculture may be substantially reduced when these investments 
are added to well-diversified portfolios. 

The characteristics of the agricultural sector just described combine to yield a signif- 
icant and unique setting for the study of agricultural finance. The focus is on a capital- 
intensive industry in which the dominance of farm real estate has brought liquidity 
and debt-carrying challenges as well as significant reliance on the leasing of farmland 
by many farmers. Production units are mostly of smaller scale, although the gap is 
widening between numerous small, part-time, limited-resource farms and the relatively 
few but much more economically significant, commercial-scale operations. Business, 
financial, and contractual risks in agriculture are high, but numerous risk management 
options are available, especially for larger operations. 

These features of the agricultural sectors have been the objects of considerable re- 
search in agricultural finance. Numerous farm-level, regional, and sector studies have 
provided explanations of, or strategies for improving, farm financial structure, firm 
growth, investment behavior, liquidity and credit management, land valuation and con- 
trol, leasing arrangements, and risk management. Public policy alternatives for respond- 
ing to these issues have also been identified and evaluated. Other studies have consid- 
ered the appropriate structure, regulations, and management of financial institutions 
providing credit and other financial services to the agricultural sector under the finan- 
cial characteristics and conditions cited above. Especially important have been evalu- 
ations of public credit programs. Subsequent sections of this chapter will consider the 
approaches and findings of many of these studies in greater detail. 

3. Modern finance concepts 

Modern finance theory provides a rich perspective on the provision of financial capital 
by the financial markets and its effects on lender-borrower relationships in agriculture. 
This perspective is based strongly on the relative information and incentive positions 
of the parties to a financial contract. It contains elements of agency theory, transactions 
cost economics, incomplete contracting, property and control rights, and the resulting 
boundaries of a firm. In this perspective, the firm is viewed, alternatively, as a nexus of 
contracts [Jensen and Meckling ( 1976)], a governance structure [Williamson (1996)], or 
a locus of asset ownership and control [Hart (1988, 1995)], in contrast to the traditional 
characterization of the firm as a production function [Hart (1988)]. The modern perspec- 
tive has important implications for evaluating the financial performance of agricultural 
firms and the financial markets and institutions serving the agricultural sector. 

3.1. Agency relationships, adverse selection, and moral hazards 

The principal-agent problem is a general one that applies to any contractual, interde- 
pendent relationship. Examples in finance are the relationships between a lender (the 
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principal) and a borrower (the agent), stockholders and management, and landlords and 
tenants. In the lender-borrower case, the lender has entrusted the borrower with the 
use of loan funds in return for the borrower's promise of a safe and timely return of 
the funds, plus interest, according to the terms of the loan contract. However, due to 
the agent's self-interest, informational asymmetries, and uncertain expectations, both 
contracts and incentive alignments between the principal and agent generally are in- 
complete. Agency costs attributable to monitoring, bonding, and residual losses then 
are incurred in structuring, administering, enforcing, and adapting contracts in order to 
align incentives, resolve informational problems, and respond to uncertainties [Jensen 
and Meckling (1976); Barry et al. (1992)]. 

The lender-borrower and landlord-tenant relationships are especially important in 
agricultural finance. In a credit relationship, two basic concerns of the agricultural 
lender are (1) whether the borrower/agent is riskier than believed when the loan was 
originated (an adverse selection problem), and (2) whether the borrower will take on 
greater risks during the term of the loan than were originally anticipated (a moral haz- 
ard problem). These conditions are attributable to asymmetries in both incentives and 
information between the lender and the farm borrower. The borrower is motivated by 
profitability and wealth accumulation, because he or she shares directly in the returns 
(favorable or unfavorable) earned by the loan proceeds. In contrast, the lender is re- 
stricted to the fixed returns of the loan funds plus interest, as established in the loan con- 
tract, although additional benefits may come from growth over time in a successful bor- 
rower's financing needs. Thus, in evaluating a borrower's creditworthiness, the lender 
emphasizes loan repayability and safety - that is, self-liquidating and asset-generating 
loans - while the borrower focuses on profitability and wealth. 

Asymmetric information is also directly involved in the agency relationship because 
the lender may lack information about the borrower's goals and actions, as well as 
about the risks of the projects being financed. Farm borrowers should know more about 
their productivity, business characteristics, financial position, and repayment intentions 
than do lenders, and much of financial planning and loan documentation is intended 
to convey this information from borrowers to lenders. Lenders do specialize in lending 
and related information processing, and they may have a broader perspective on credit 
transactions than do borrowers. However, the intentions, abilities, and experiences of 
individual borrowers are what motivate loan performance. 

Adverse incentives for borrowers may also arise because they do not bear the full 
consequences of their actions. As leverage increases, the consequences of more of the 
borrower's actions that lead to default are borne by the lender [Stiglitz (1985)]. A bor- 
rower, then, has an increasing incentive to take riskier actions and to employ a go-for- 
broke attitude [Robison et al. (1987); Foster and Rausser (1991)] that increases the cost 
of financing for the lender and increases the lender's likelihood of becoming an owner 
of the borrower's assets. The lender, in turn, has an increasing incentive to control the 
borrower's actions. 

These insights from finance theory have helped to guide the research agenda in agri- 
cultural finance. Studies have focused closely on the information-intensive, personalized 
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relationships that characterize the arrangements between agricultural lenders and their 
borrowers, including the lender's procedures for evaluating and monitoring creditwor- 
thiness. Rationalizing the specialization of many lenders in financing agriculture is a 
natural outgrowth of the sector's sources of risk, small business orientation, and capital 
intensity. Similarly, studies that consider the changing motivations of farmers as debt 
levels and financial adversities increase have helped to explain tendencies toward go- 
for-broke behavior, stringency in loan contracts, and intense monitoring arrangements 
by agricultural lenders. These issues and related studies are further developed below. 

3.2. Resolving information and incentive problems 

Lenders and borrowers may utilize extensive practices to improve incentive alignments 
and resolve information problems [Miller et al. (1993)]. Differential loan pricing based 
on risk-adjusted interest rates is one lender response to the adverse selection problem 
[Stiglitz and Weiss (1983)]. Credit rationing, institutional adversities, and market failure 
are possible results of severe credit rationing. Using risk-adjusted interest rates would 
yield a more dispersed distribution of risky borrowers and lower lending risks on aver- 
age, thus reducing the adverse selection problems. Adjusting interest rates for risk pre- 
sumes that sufficient information is available to effectively distinguish among the risk 
classifications. Thus, information collection, processing, and monitoring by lenders are 
important contributions to the resolution of agency cost problems before and after the 
loan contract is established. 

Market signaling is another mechanism whereby borrowers and lenders respond to 
the problems of asymmetric information. Market signaling suggests that one or more 
of the market participants (the lender or the borrower) convey additional information 
to other market participants (the borrower or the lender) about the levels of and value 
placed on creditworthiness. Effective financial accounting systems maintained by cred- 
itworthy borrowers provide a distinguishing signal between high and low credit risks, 
and they provide for monitoring of business performance over time. Because certified or 
audited accounts are used relatively little in agriculture, lenders must employ their own 
expertise in distinguishing among farmers' financial performance. Agricultural borrow- 
ers may also undertake management practices that distinguish them from their peers and 
highlight unique skills and levels of productivity. Examples include the use of futures 
and options contracts to manage risks, producing specialty crops, adopting new produc- 
tion and telecommunication technologies, advanced levels of education, and leadership 
reputations in local communities. 

Extensive financial contracting by lenders involves provisions in a loan contract in- 
tended to address potential adverse selection and moral hazard problems [Smith and 
Warner (1979)]. These non-price methods include collateral requirements, loan repay- 
ment upon demand provisions, reporting requirements, performance standards, sales 
restrictions, constraints on additional borrowing, insurance requirements, default penal- 
ties, and foreclosure conditions. Because the contracting costs generally are borne by 
the borrower, his or her responses tend to reduce asymmetric information problems and 
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align the borrower's actions with the goals of the lender. In addition, the financial mar- 
ket disciplines borrowers through the risk of non-renewal of loans if agency costs are 
excessive [Stiglitz and Weiss (1983)]. 

The creation of markets for exchange of financial information is another mechanism 
for responding to the problems of asymmetric information. Credit-rating companies, 
for example, specialize in collecting and disseminating information about part of the 
creditworthiness of agricultural borrowers. Collateral control companies will monitor, 
control, and validate the status of specific assets (e.g., stored grain, animals in large 
cattle feedlots) pledged to secure a loan agreement. Field servicing companies, which 
may include banks or other financial institutions, will service agriculture real estate 
loans, manage repayments, and monitor loan performance. Written or oral references 
provided by individuals about others are a commonly used form of market informa- 
tion, and lenders often are willing to exchange at least some information about their 
customers in order to facilitate the functioning of their respective markets. 

If information problems are severe enough, public policies and institutional regula- 
tions may be developed to enhance market performance. Such actions might be justi- 
fied if the market in question serves the public interest and if non-government resolu- 
tions to information deficiencies are ineffective. Examples include financial reporting 
requirements for corporate farms, disclosures of public offerings to financial regulators, 
truth-in-lending and advertising requirements, and government sponsorship of financial 
institutions and loan programs. 

3.3. Incomplete contracting, property rights, and financial structure 

A firm's financial structure can also be examined using the incomplete contracting ap- 
proach in which the allocation of risk and control among alternative classes of investors 
is a key focus [Hart (1988); Berglof (1990); Aghion and Bolton (1992)]. Debt and eq- 
uity are the standard financial instruments, but they are distinguished not only by their 
relative claims on the firm's assets and earnings, but also by the control rights associated 
with each type of financial claim - where the residual rights of control (those not desig- 
nated by the financial contract or by law) are synonymous with ownership. More specifi- 
cally, the allocations of control and ownership under this approach are state-dependent- 
under normal conditions, equity holders own and control the firm's assets, although ul- 
timate control is determined by the type of equity (e.g., voting versus non-voting stock, 
preferred versus common stock, limited versus general partners). Under extreme adver- 
sity, however, financial contracts are designed so that ownership and control revert to the 
debt holders (according to seniority and size of claims). Debt capital, thus, represents a 
form of contingent ownership of the firm. 

Under the property rights approach, the terms of the respective types of financial 
claims logically must represent more than the need for external funds and the level of 
compensation for the use of these funds. Unanticipated contingencies raise open ques- 
tions about who will control the firm under alternative performance conditions and how 
cases of dispute and financial distress are ultimately resolved. Such contingencies are 
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too numerous and too varied to fully anticipate in a written contract. Thus, contracts are 
necessarily incomplete in that they do not stipulate the contracting parties' obligations 
and actions in every eventuality. Incompleteness gives rise to the need to allocate control 
in situations not covered by the initial contract - that is, the allocation of the residual 
rights of control. 

In effect, the incomplete contracting approach suggests that the parties to the contract 
must determine at the outset who is best suited to control the firm in various situations 
and what performance levels will signal the need for a transfer of control. Given this 
contingent allocation of control, the sharing of return streams is designed to provide the 
appropriate incentives for the exercise of effort by the parties commensurate with their 
respective ranges of control [Berglof (1990)]. That is, the party holding residual control 
rights over a specified range of states should bear the risk and reap the expected returns 
associated with decisions in these states. This party (the equity holder) will exercise 
effort commensurate with the anticipated rewards. In less favorable states, however, the 
rewards to such efforts dissipate, and go-for-broke actions by the equity holder, whose 
financial claims are substantially diminished, may yield adverse effects that accrue more 
to the debt holder. Thus, it is logical at this point for the residual rights of control, 
associated with ownership, to shift to the lender so that he or she can exert appropriate 
effort to protect the debt claims. It is also logical for the lender to exercise more stringent 
provisions of financial contracts that increasingly constrain the range of managerial 
choices available to the equity holder. 

3.4. Transac t ion  cos t  e c o n o m i c s  

Elements of transaction cost economics also apply to a firm's anticipated financial 
structure and relationships with suppliers of financial capital. According to Williamson 
(1996), transaction costs are incurred in drafting, negotiating, governing, safeguarding, 
and adapting the terms of agreements. The transaction costs are closely related to agency 
costs, although placing more emphasis on ex-post governance structures versus the ex- 
ante focus of agency theory and on transaction characteristics versus the characteristics 
of principals and agents [Williamson (1996)]. The choice of governance structure for 
coordinating a vertical system and determining the boundaries of firms then focuses on 
the minimization of transaction costs, based on the characteristics of the transactions 
and the work efforts of the respective parties. 

Within this transaction cost framework, Williamson (1996) suggests that the degree 
to which assets are specialized to various activities is an important determinant of a 
firm's financial structure. In his view, investments with low asset specificity are more 
suitable for debt financing because of their easier redeployment (or re-marketability). 
Re-marketability is a preferred attribute of assets pledged as collateral to secure a 
loan. In contrast, equity financing is more likely for relationship-specific assets. Re- 
marketability of such assets is lower and the returns to specialized assets are more vul- 
nerable to opportunistic rent-seeking by other contracting parties. Thus, Williamson 
(1996) asserts that a firm's use of debt relative to equity capital is inversely related 
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to the degrees of specificity of assets owned or controlled by the firm. These trans- 
action cost concepts match well with the tendency for highly specialized agricultural 
assets (e.g., buildings, confinement production technologies, irrigation systems) to have 
higher equity capital requirements than is the case for more marketable machines, live- 
stock, commodities, and perhaps even farmland. 

3.5. Free cash flow concept 

Jensen's (1986) free cash flow concept also has applicability to agricultural finance. 
The free cash flow concept suggests that managers (agents) of firms with excess cash 
flows and abundant financial assets may exercise managerial laxness, devote insuffi- 
cient attention to detail, squander resources in non-business uses, and otherwise engage 
in self-serving behavior that is counter to the objectives of principals. The general ef- 
fects of such opportunistic behavior are a diminution in the firm's financial performance 
and increased vulnerability to mergers, acquisitions, or other losses of business inde- 
pendence. A possible solution to these maladies is the creation of leverage-induced, 
external financial obligations that will stimulate increased efforts by agents to satisfy 
these obligations, and thus bring closer alignment with the goals of principals. 

The free cash flow concept is much more general than Jensen's (1986) application 
to corporate control and finance. It applies to many types of agency relationships in 
which obligations may lead to stronger incentive compatibility between principals and 
agents. In an agricultural setting, the concept suggests that farmers could be induced to 
exert greater effort on behalf of lenders and landlords as their obligations to these prin- 
cipals increase. Along these lines, Nasr, Barry, and Ellinger (1998) utilized farm-level 
data to test the free cash flow hypothesis and found a positive statistical relationship 
between a farm's technical efficiency and its ratio of current debt to total assets. This 
result suggests that greater reliance by farmers on current debt to finance their opera- 
tions is consistent with the hypothesis that they will work harder to meet these financial 
obligations. 

4. Liquidity preference theory 

A major implication of the principal-agent problem in credit relationships is that the 
preferences of the lender, as expressed by the interest rate and non-interest rate terms 
of the loan contract, may influence the rate of firm growth, risk management practices, 
resource allocations, and enterprise choices of the borrower. The influences of inter- 
est rate and non-interest rate terms of loans were observed in agricultural finance by 
Baker (1968) in the 1960s and tested in a number of empirical studies. Baker's study of 
principal-agent problems predated by nearly 10 years the landmark principal-agent and 
agency cost work in finance by Jensen and Meckling in the late 1970s. Baker's approach 
was motivated by liquidity and incentive alignment issues, however, while Jensen and 
Meckling emphasized information and incentive issues. 
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Baker recognized that optimal resource allocation and enterprise choices of agricul- 
tural borrowers would change to reflect lenders' preferences, as manifested in differ- 
ential financing costs. Baker's conceptual approach was to acknowledge the traditional 
production economics relationship in which a firm's optimal combination of resources is 
achieved when the marginal rate of resource substitution equals the inverse of the price 
ratio. When borrowing is considered as a means of financing inputs, the economic equi- 
librium is modified to incorporate the financing cost that includes both interest costs and 
the value (liquidity premium) of borrowing capacity or credit surrendered in the transac- 
tion. Given the discrepancy between the preferences of the lender and of the borrower, 
as reflected by varying loan limits and potentially erroneous borrower expectations of 
lender behavior, optimal resource allocation can be influenced. This influence can take 
place whether or not borrowing occurs, through changes in the size and composition of 
the credit reserve, given its liquidity value to the borrower. 

Subsequent empirical work focused on both the liquidity premium concept and the 
interest rate and non-interest rate responses of agricultural lenders to the managerial 
actions and business characteristics of farm borrowers. In 1971, Barry and Baker de- 
veloped a modeling approach for estimating the levels of liquidity premiums that agri- 
cultural borrowers with different levels of risk aversion would associate with credit re- 
serves. Related studies by Vandeputte and Baker (1970) and Baker and Bhargava (1974) 
provided more general specifications of functional relationships between liquidity pre- 
miums and sizes of reserves for both cash and multiple sources of credit. Chhikara 
(1986) then showed how liquidity premiums associated with cash and credit reserves 
could be derived from the expected utility model, and Barry and Robison (1987) and 
Gwinn, Barry, and Ellinger (1992) showed how debt capacity and liquidity are related to 
different levels of risk aversion, thus combining elements of external and internal credit 
rationing. 

Accompanying these studies of how agricultural producers value various sources of 
liquidity was a companion set of studies that evaluated the credit responses of lenders 
to numerous strategies in borrowing, debt management, and risk management. Included 
were measures of credit responses associated with a farmer's choice of lender; sequence 
and source of borrowing and repayment; financing instrument; asset structure; enter- 
prise mix of farming operations; and degrees of vertical coordination [Baker (1968); 
Baker and Hopkin (1969); Barry and Baker (1977); Sonka et al. (1980); Barry et al. 
(1981); Barry et al. (1997)]. Empirical measures were developed for lender responses 
to many such strategies and situations. The effects of these strategies and situations 
on farm business performance often are evaluated using mathematical programming or 
simulation models in which the credit components are based on the lender responses. 

Observational techniques used in these studies for estimating lenders' credit re- 
sponses are based on simulated borrowing requests in which a sample of lenders respond 
through a survey (mail, personal, or workshop-administered) to case loan requests for 
representative farms. The case loan typically involves a fully documented loan request 
over an array of purposes and terms, set high enough to anticipate the lender's rejection 
and designed for deletion of individual items (usually capital items) until loan approval 
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is obtained. The result is an estimate of the firm's total credit, conditioned by the partic- 
ular set of circumstances surrounding the loan request. The objective of the approach is 
a set of functional relationships between the credit responses and the characteristics of 
the loan situation that would hold as reliable predictors of lender response over a wide 
range of loan conditions. 

Two examples of the simulated loan request approach to measuring lender credit re- 
sponses are studies by Barry and Willmann (1976) and Pflueger and Barry (1986). Barry 
and Willmann focused on the relationship between credit availability and forward con- 
tracting of commodity sales by farmers as a risk management tool. Using a simulated 
borrowing approach to evaluate the responses of a sample of lenders to alternative lev- 
els of forward contracting by crop farmers, they found that the most preferred levels 
of contracting generated about 17 percent more total credit and about 53 percent more 
operating credit than the least preferred levels. When these credit responses were evalu- 
ated in a multi-period risk programming model, the risk efficient growth plans included 
contracting due to both the favorable effects on credit and the lower price risks. The 
model results indicated contracting even for farmers with little or no risk aversion, and 
even though expected profits were higher for the non-contract sales, reflecting the mis- 
alignment of incentives between the borrower and the lender. 

Pftueger and Barry (1986) considered how a sample of non-real-estate lenders would 
respond to a farmer's use of crop insurance as a risk management tool. The results of 
the survey, also based on simulated loan requests, indicated a positive credit response 
by about 60 percent of the lenders, with little changes in interest rates and loan matu- 
rities. A stochastic, multi-period simulation model was used to evaluate the effects of 
the lenders' credit responses and the use of crop insurance on the farm's profitability, 
solvency, liquidity, and survivability. The simulation results, which modeled an early 
1980s farm situation already experiencing financial stress, indicated that crop insurance 
and the credit responses improved farm survival and liquidity, but additional borrow- 
ing occurred to sustain the firm under adverse profit conditions. Thus, reductions in the 
representative farm's business risk were largely offset by increases in financial risk (see 
Section 7.2 below). 

5. Relationships in agricultural finance 

Relationships may involve two important characteristics: information and sympathy. 
Relationships may arise from close and continued exchanges between two economic 
agents including suppliers and users of financial capital. Some of the information ac- 
quired in these exchanges may involve economic data relating to cash flows, debt obli- 
gations, assets, and investment plans. Other kinds of data acquired may include the 
preferences, values, and character traits shared by the parties to the exchange. 

For the most part, financial relationships have been examined in the presence of in- 
complete information and agents motivated by self-interest [Petersen and Raj an (1994, 
1995)]. Most recently, the influence of relationships that include both information 
and sympathy has been examined using the newly developed social capital paradigm 
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[Schmid and Robison (1995)]. Social capital represents a different approach to the 
principal-agent analysis in which sympathy redefines externalities. 

An externality is created when one agent creates an outcome for another agent with- 
out permission from the affected agent. When social capital exists, what otherwise might 
be considered an externality is internalized with favorable economic outcomes. Trans- 
actions and monitoring costs are reduced because relationships reduce the incentive for 
exploitive behavior that produces negative externalities, and increase the incentive to 
meet contracted obligations. Social capital may help explain why family businesses rich 
in social capital appear to dominate other types of business organizations. To illustrate, 
family businesses account for 75 percent of Oregon's small companies [Nelton (1990)], 
and 75 percent of U.S. companies are family-owned or controlled [Calonius (1990)]. 

In agricultural finance, the key issues and research initiatives have responded to these 
questions: How have the major attributes of relationships changed over time, and how 
do relationships respond to changes in market competition? What is the nature of the re- 
lationships between agricultural borrowers and their lenders? In what ways do farmers' 
investments, financial performance, risk management, and other business practices in- 
fluence the cost, availability, and other terms of financial capital? How is credit scoring 
applicable to financial relationships in agriculture? How do agricultural lenders manage 
credit risks? How do relationships between lenders, borrowers, and other parties influ- 
ence leasing, agribusiness lending, and other business practices? These questions are 
addressed in the following sections. 

5.1. Relationship concepts 

Relationships develop through interactions between parties over time and/or across mul- 
tiple financial products and services. Relationships directly involve the generation of 
reliable and accurate information about the parties to a financing transaction, the use 
of such information in evaluating and monitoring creditworthiness, and the impacts in- 
formation has on the reduction of agency costs and on the resolution of adverse selec- 
tion and moral hazard problems. The anticipated results of effective relationships are 
improved availability of financial capital and reduced costs of financing transactions. 
Increases in competition, however, may work against the benefits of relationships and 
result in less favorable access to financial markets for newer firms or financially stressed 
firms. 

5.2. Evolving nature of  relationships 

The nature of relationships has changed over time as financial markets were deregulated, 
financial market conditions became more volatile, and financial institutions evolved 
from primarily commercial banks and other depository institutions to broader finan- 
cial services companies. Hodgman (1961) introduced the customer relationship concept 
in banking by showing the importance of customers' demand deposits as a source of 
a bank's capacity to lend and invest, and the resulting importance of a bank's relation- 
ship to loan customers who hold demand deposits. Wood (1975) extended Hodgman's 
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customer-deposit relationship to multi-periods by showing how a liberal lending policy 
may induce increases in future deposits that can, in turn, be loaned or invested. Wood 
also added the customer loan relationship which suggests that a bank's current lending 
policy influences its future loan demands. Barry (1978) applied these deposit relation- 
ship concepts to estimate the rate of loan-deposit feedback in rural banking at a time 
when banks were still subject to stringent regulations on deposit rates, ranges of prod- 
ucts and services, and geographic scope of operations. His results showed a relatively 
high rate of loan-deposit feedback that contributed to the bank's profitability of bringing 
non-local sources of funds into local lending markets. 

Sharpe (1990) considered asymmetric information as a determinant of customer 
relationships attributable to a bank's monopoly power over its established, higher- 
performing borrowers who become "informationally captured" by the bank. The ad- 
verse efficiency consequences of this informational imperfection are reduced by implicit 
contracts arising from the institution's efforts to create a reputation as a reliable lender. 
The terms of such contracts depend on the institution's degree of informational advan- 
tage, reputational perceptions, and other determinants of customer profitability. Sharpe 
contrasts his ex-post, information-driven relationship theory to an alternative justifica- 
tion suggested by Wachter and Williamson (1978), based on the existence of ex-ante, 
relationship-specific capital investment created by the pre-loan evaluation. 

More recently, Petersen and Rajah (1994, 1995) considered the interactions between 
lenders, borrowers, and financial market performance. Their 1994 article uses data from 
a national survey of small, non-farm businesses to determine that information-based 
relationships may have significant, positive effects on credit availability, and less signif- 
icant reductions in credit costs. Their 1995 article uses the same database to test the in- 
teractions between lending competition and the availability and cost of credit for young 
or financially stressed borrowers, both of whom were found to benefit from stronger re- 
lationships in more concentrated markets. Less competitive markets may better enable 
lenders to grant short-run concessions to disadvantaged firms, while adjusting financing 
terms in more favorable times to share in the future surplus of the borrowing firm. 

Barry, Ellinger, and Moss (1997) applied the Petersen and Rajan concepts to evaluate 
the influence of the competitiveness of agricultural lending markets on lender-borrower 
relationships. Their findings clearly indicate an inverse relationship between competi- 
tion and borrower loyalty, which serves as a proxy for the lender-borrower relationship. 
Bankers in more competitive farm real estate and non-real-estate lending markets tend 
to have less loyal customers, irrespective of other institutional and market characteris- 
tics. Nonetheless, evidence [Barry and Ellinger (1997)] still suggests that rural finan- 
cial markets are more concentrated and less competitive than their urban counterparts. 
Agricultural and rural business lending, thus, represents niche markets for many local 
lenders in which specialization is conducive to relationship-building, targeted skills in 
financial analysis, and the types of informational advantages cited by Sharpe (1990). 

Turvey and Weersink (1997) extend the analysis of the lender-borrower relationship 
to provide empirical evidence about loan demand/contract curves for agricultural loans. 
Using explicit linkages to credit-scoring models in estimating loan demand parameters, 
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they find evidence of backward-bending loan demand curves, reflecting the properties 
of asymmetric incentives and information in agricultural lending. These results, in turn, 
suggest some degree of credit rationing in agricultural lending. 

5.3. Credit evaluation procedures 

Previous studies of credit relationships in agriculture have shown that the responses of 
lenders to the business characteristics, managerial actions, and other agency costs of 
financing agricultural firms influence the cost, availability, and other terms of financial 
capital, including the magnitude and composition of liquid credit reserves (see the sec- 
tion on liquidity preference, Section 4 of this chapter). In turn, these cost effects may 
influence the optimal financial structure (leverage) and financial performance of farm 
businesses as well as the composition of their assets, risk management practices, and 
other income-generating activities. These studies do not, however, directly consider the 
agricultural lender's processes of credit evaluation, including the relative importance of 
the major variables affecting creditworthiness. 

In contrast, a growing set of studies (e.g., Lufburrow et al. (1984); Dunn and Frey 
(1976); Hardy and Weed (1980); Fischer and Moore (1987); Stover et al. (1985); Miller 
and LaDue (1989); Turvey (1991); Turvey and Brown (1990); Miller et al. (1994); No- 
vak and LaDue (1994); Chhikara (1989); Splett et al. (1994); and Aguilera-Alfred and 
Gonzalez-Vega (1993)] have focused on the credit evaluation process, including the 
development and validation of various types of credit-scoring models, and on predict- 
ing financial stress and bankruptcy problems of farmers [Shepard and Collins (1982); 
Franks (1998)]. Agricultural lenders themselves have accelerated the development and 
use of more formal methods of credit evaluation [Miller et al. (1993)], in light of grow- 
ing concerns about loan quality, increased competition in agricultural lending, efforts to 
control lending costs, and improvements in data quality and loan information systems. 
These lender-based models have many similarities to one another, although model com- 
parisons indicate a large degree of disparity in model design and use across lenders 
[Ellinger et al. (1992)1. 

Credit-scoring and risk-rating models provide systematic, comprehensive ways in 
which to assess the borrower's financial data and, along with the lender's judgment and 
other relevant information, reach a valid assessment of the borrower's creditworthiness. 
The basic steps in model development are to (1) identify key variables that best dis- 
tinguish among borrowers' creditworthiness, (2) choose appropriate measures for these 
variables, (3) weight the variables according to their relative importance to the lender, 
(4) score each loan as a weighted average of the respective variables, and (5) assign the 
credit scores to the appropriate class [Barry et al. (1995)]. 

Considerable attention has focused on appropriate statistical methods for evaluating 
credit-scoring models [Turvey and Brown (1990)]. Moreover, evidence suggests that 
statistically based models and judgment-based models developed by lenders can yield 
similar credit evaluations [Splett et al. (1994)]. Recent models have moved beyond es- 
timating the ability to replicate subjective loan classifications by lenders, to concen- 
trate on the borrower's actual loan performance as the validation criterion [Miller and 
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LaDue (1989); Miller et al. (1994); Turvey (1991)]. Financial planning models of farm 
businesses have also endogenized farm investment decisions, credit evaluations, and 
loan pricing based on the credit-scoring procedures of agricultural lenders [e.g., Barry 
and Ellinger (1989)]. Less is currently known, however, about whether credit-scoring 
models should be tailored to the structural and/or demographic characteristics of farm 
borrowers, or whether a single model can effectively do the job. 

5.4. Managing borrowers' credit risks 

Lenders' management of an individual borrower's credit risks depends significantly on 
the size and structural characteristics of the borrower's business, and on the charac- 
teristics of the financial institution. Larger, industrialized agricultural production units 
generally seek financing from larger lending institutions, and tend to be treated like 
other large commercial borrowers. Financial reporting, specialized collateral control, 
telecommunications, and automated information systems play important roles in lender- 
borrower relationships for these larger operations. On the other hand, small, part-time 
farm operations in developed economies are increasingly treated as consumer borrow- 
ers, where loan acceptance is determined by credit- scoring, and loan transactions occur 
with credit cards. Interest rates to small borrowers are higher than on commercial or 
agricultural loans, and contact between borrower and lender is minimal. 

In contrast, informal finance provided to small farms in developing countries by 
money lenders or peer monitoring in group borrowing relies heavily on personal obser- 
vations and individual monitoring [Carter (1988); Hoff and Stiglitz (1990)]. The infor- 
mal closeness of relationships between money lenders, for example, and their borrowers 
contributes to the resolution of asymmetric information problems, perhaps more effec- 
tively than the financial contracting and monitoring arrangements employed in larger- 
scale commercial finance. Similarly, extended family linkages, which provide oppor- 
tunities for lending to smooth consumption in developing economies, also reflect the 
resolution of informational problems. 

Between the small farms and the industrialized units are the commercial scale family 
fax'ms. Their small business scale, geographic remoteness, informal accounting prac- 
tices, and relatively high business and financial risks create intensive information needs 
to allow lenders to successfully manage credit risks. Frequent monitoring, periodic farm 
and office visits, reputations, specialized and experienced loan officers, and a localized 
community orientation of many agricultural lenders have long characterized key ele- 
ments of credit risk management for commercial-scale family farms. 

Lenders are placing greater reliance on risk-adjusted interest rates to distinguish 
among borrowers with different credit risks [Miller et al. (1993)]. Differential collat- 
eral requirements are also a significant non-price response to credit risk. Timeliness of 
loan payments and periodic financial reports are relied on heavily to monitor business 
performance. According to Miller et al. (1993), information about past financial per- 
formance is the dominant signal agricultural borrowers can provide to distinguish their 
credit risks. Projected financial performance, collateral offered, borrower experience, 
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production efficiency, and risk management ability have medium to high importance. 
Borrower education and reputation in the community have lesser importance. 

5.5. Real estate leasing arrangements 

Farmers' use of share rent or cash rent leasing is a major financing mechanism for con- 
trolling the use of farmland. Despite the high capital investment tied up in the leased 
land, many leasing contracts have involved informal arrangements in which leases are 
oral rather than written and/or the contract terms are annual or three to five years in 
length, despite the long-lived nature of farmland. Even with annual, oral leases, how- 
ever, it is common to observe long-term relationships between the landlord and the farm 
operator. 

In applying information and transactions costs concepts to leasing arrangements, 
Allen and Lueck (1992) tested and confirmed that reputation and common law may 
explain the high incidence of use of short-term and often oral contracts in the leasing of 
farmland. The information conveyed by reputation and experience has been sufficient to 
solidify the landlord-tenant relationship in many instances, and transform a short-term 
legal arrangement into a longer-term financial relationship. 

5.6. Agribusiness and trade financing 

Agribusiness or trade financing of farmers is a long-standing practice that is especially 
significant for many operating inputs and for farm machinery. In many countries, the lo- 
cal merchant served as a credit source long before the presence of specialized financial 
institutions. The modern-day trade firm can compete effectively in the financial mar- 
kets because it may operate a branch or dealer system efficiently over widely diverse 
geographic areas, have cost-effective access through the parent company to national fi- 
nancial markets for loan funds, experience low delivery costs, and rely on consistently 
applied credit evaluation procedures and scoring models. Offering credit or leasing ar- 
rangements complements the trade firm's merchandising activities. 

Trade firms also develop important, yet different customer relationships with farmers 
than do specialized lenders [Sherrick and Lubben (1994)]. The trade firm's customer 
relationship primarily involves the merchandising activity, but it may yield extensive 
information about a farmer's management ability, business practices, and financial per- 
formance. This customer information, in turn, contributes importantly to the evaluation 
of creditworthiness and, thus, augments the trade firm's management of the credit risk. 

5. 7. The role of  social capital 

Agricultural finance is also related to social capital. The traditional economic model is 
based on individual utility maximization, assuming that individuals are self-motivated. 
Actions that appear to contradict a preference-based model are often explained away by 
the emergence of new tastes. For example, gifts to charity that reduce one's own wealth 
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might be explained in a way consistent with self-serving preferences by identifying a 
taste for philanthropy. Concern for the environment has been described as motivated by 
the taste for diversity. 

While few, if any, would disagree that behavior often may be explained by self- 
interest, much of human behavior seems inconsistent with selfishness. Social capital 
emphasizes that an individual's well-being is altered by changes in the well-being of 
others with whom a relationship exists. Moreover, when one person's accomplishments 
are the object of another person's caring, he/she has access to advantages (disadvan- 
tages) not available to those who lack the vicarious caring. One definition that recog- 
nizes the social capital content of caring follows: 

Social capital is the sympathy (antipathy) one person has toward another person, 
idealized self, or object. The sympathetic (antipathetic) person is said to supply 
social capital while the person or object of sympathy (antipathy) is said to pos- 
sess social capital. The persons or objects of social capital may expect benefits 
(harm), advantages (disadvantages), and preferential (discriminatory) treatment 
from the providers of social capital. Social capital may be culturally dependent, 
environmentally influenced, and responsive to a wide range of stimuli including 
the perceived social capital claimed by others. [Robison and Siles (1997, p. 10)] 

Other definitions of social capital include (1) the social obligations or "connections" 
which are convertible into economic capital under certain conditions [Bourdieu (1986)]; 
(2) a resource of individuals that emerges from their social ties [Coleman (1988)]; 
(3) mutually beneficial activities that promote and reinforce a sense of the common 
good; (4) the ability to create and sustain voluntary associations [Putnam (1995)]; 
(5) trust [Fukuyama (1995)]; (6) the expectations for action within a collectivity that 
affect the economic goals and goal-seeking behavior of its members, even if these ex- 
pectations are not oriented toward the economic sphere [Portes (1995)]; and (7) friends, 
colleagues, and more general contacts through whom you received opportunities to use 
other forms of capital [Burt (1992)]. 

Several applications to agricultural finance are suggested by social capital theory. 
Social capital changes the relationship between a principal and his or her agent. If the 
principal has social capital with his agent, as in the case of a landlord and tenant who are 
related or are close friends, the tenant might act in the interest of the landlord without 
the need for special contracts to alter incentives or monitoring costs to prevent cheating. 
As a result, one might expect to find a preference for landlords to lease to close friends 
and family. Supporting this conclusion was Gwilliams (1993), who pointed out that 81 
percent of the participants in share leases were close friends or family, and 89 percent 
of those entering into cash leases were close friends or family. 

Various studies have concluded that social capital alters the terms of trade com- 
pared to arm's-length transactions. To examine the extent to which social capital (re- 
lationships) influence lenders' loan approval decisions, a mail survey was conducted of 
bankers in Michigan, U.S.A. [Siles et al. (1994)]. The study concluded that social capi- 
tal is not likely to change significantly the probability of a very good loan or a very bad 
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loan being approved or disapproved. However, for those loans in between, social cap- 
ital can increase the probability of loan approval by as much as 60 percent in the U.S. 
These findings are especially applicable to agricultural finance in light of the important 
roles played by small, community-oriented banks and the information-intensive nature 
of lender-borrower relationships in agricultural lending. 

Social capital may also influence savers. A survey of 1,000 people 18 years or older, 
drawn randomly from Michigan zip code areas with populations of 10,000 or less, was 
conducted in 1992 to find the effect of social capital on one's choice of bank [Hanson 
et al. (1996)]. The survey results found that a friendly relationship with the bank and 
its personnel increases the likelihood that customers will stay with their financial insti- 
tution; an unfriendly relationship results in a large decrease in the probability that the 
financial institution will retain the customer's business in the future. The survey results 
suggest that having a friendly relationship with the bank customer increases the interest 
rate on certificates of deposit that would entice the customer to switch institutions by 74 
basis points over the cases when the relationship with the bank customer is unfriendly. 
Again, the community orientation of smaller banks in rural markets makes social capital 
considerations important in these markets. 

An individual's social capital may lead him or her to develop attachment value to- 
wards objects such as farmland, occupations, and ideas. As a result of one's social cap- 
ital, a farmer may take financial actions to preserve his or her ownership of farmland 
or make investments in assets to gain the approval of peers that appear to be irrational 
when considered against the profit-maximizing motive. 

One important dimension of social capital involves transaction costs. Because social 
capital increases the value of trade between social capital-endowed trading partners, 
trade between these partners is more likely to occur than between the estranged and 
strangers. Therefore, in economies with high transaction costs associated with limited 
information and enforcement ability, trading between the social-capital-endowed will 
be more prevalent. This tendency is especially true in financial markets. Adams (1992) 
reports that despite tens of billions of dollars committed to establishing sustainable agri- 
cultural credit programs in developing countries, there are few successes. They have 
failed largely because of loan recovery problems, chronic dependency on outside funds, 
and excessive transaction costs. 

In contrast to the formal credit system, Adams (1992) cites informal finance systems 
in Bolivia and the Philippines that recovered most of their loans while formal lenders 
were awash in default. The informal finance systems in these countries mobilized and al- 
located large amounts of voluntary savings while banks had trouble attracting deposits. 

The apparent difference between the formal and informal financial systems was re- 
lationships. Adams and Canavesi (1992) report that 90 percent of the pasanakus (an 
informal finance organization in Bolivia) were composed largely of friends or fellow 
workers (p. 316). Esguerra and Meyer (1992) provide similar evidence from the Philip- 
pines. And Graham (1992) reports from Niger that loans from family, friends, and rela- 
tives constituted a majority of the informal finance activity. 
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In general, social capital has the capacity to internalize consequences that otherwise 
might be considered externalities. In light of social capital's ability to internalize exter- 
nalities, a policy other than one based on an individual's self-interests may be important 
to consider. 

6. Financial growth and intertemporal analysis 

The smaller scale, concentrated ownership, and capital intensity of agriculture has 
placed considerable emphasis on the financial management function of farm businesses. 
Research and analysis in financial management has a rich and lengthy history, especially 
in focusing on the financial dimensions of firm growth in agriculture. Key questions 
and issues have considered static versus dynamic analysis, optimal investment and firm 
growth patterns, financial leveraging and capital structure, optimization versus simula- 
tion models, life cycle consumption and financing plans, and the relationships among a 
farm's financial, production, and marketing components in influencing its performance 
over time. Underlying these application areas are the concepts of firm growth. 

6.1. Growth concepts 

A study of the growth process for agricultural firms requires a shift away from perceiv- 
ing the firm in a static environment to a dynamic setting [Dorfman (1969); Boussard 
(1971); Barry (1977)]. For a firm, dynamics deals with deriving an optimal time path 
from its state in any period to a terminal state - if, in fact, a desired terminal state can be 
defined. The path is optimal with respect to the firm's objectives. The time path implies 
the sequential nature of decision making in that decisions in the respective time periods 
depend on preceding events and on expectations of succeeding events. 

Some firm growth and investment studies [Schnitkey et al. (1989); Collins and Karp 
(1993); Boussard (1971)] have formally cast their empirical analysis in a dynamic set- 
ring, although the extent of empirical detail achievable in dynamic analysis is limited. 
Most studies, however, have been willing to trade off the intertemporal precision of 
dynamic analysis to allow a more extensive focus on the empirical characteristics of 
the problem under study. For the most part, a static or comparative static framework is 
utilized in the following discussion. 

The core of the firm growth process is acquiring the control of additional resources 
that generate returns in excess of their costs and, thereby, add to the value of the firm. 
In turn, reinvested earnings also add to wealth and increase future income-generating 
capacity. The relationship between financial structure and firm performance can be ex- 
pressed in a simple conceptual model, developed first under conditions of certainty and 
timelessness [Barry (1994)]. In this linear profitability model, a farm's rate of return 
on equity capital is a weighted average of the difference between the return on assets 
and the cost of debt, where the weights are the ratios of assets to equity and debt to 
equity, respectively, and the profit measure is net of withdrawals for taxation and family 
consumption [Barry et al. (1995)1. 
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The model clearly shows some of the key alternatives for influencing the rate of return 
on equity capital. That is, the net return on equity will increase as the rate of return on 
assets is higher, and the rates of interest, taxation, and consumption are lower. Those 
effects grow stronger as financial leverage increases. That is, an increase in the rate of 
return on assets by one unit will increase the rate of return on equity by the product of 
the net rate of savings times the asset-to-equity ratio. Similarly, the effect on the rate 
of return to equity of a change in the cost of debt is to decrease the rate of return on 
equity by the product of the net rate of savings times the debt-to-equity ratio. Finally, 
the effect of a change in leverage on profitability, with the return on assets and the cost 
of debt held constant, is to increase the rate of return on equity by the product of the net 
rate of savings times the difference between the rate of return on assets and the cost of 
debt. 

6.2. Empirical modeling 

The firm growth concepts cited above have been operationalized in a large number of 
deterministic firm-level models employed over the years to study the effects of alterna- 
tive financial strategies and constraints on capital accumulation and growth in income- 
generating capacity for agricultural firms [Barry (1977)]. These micro-level, intertem- 
poral models of farm firms generally utilize either optimization [Ellinger et al. (1983); 
Featherstone et al. (1988)] or simulation as the conceptual framework. 

Simulation [Mapp and Helmers (1984)] offers considerable flexibility for expressing 
relationships among variables, handling unique characteristics of decision situations, 
and for specifying performance measures (e.g., financial ratios) that are widely used 
in financial analysis. Generally, the decision process in simulation is formulated by 
the model builder and will vary from model to model. An objective function does not 
inherently guide the decision process as it does in mathematical programming. 

In contrast, the optimization approach involving mathematical (i.e., linear, quadratic, 
etc.) programming offers the opportunity to observe financial performance, investment 
patterns, financing activities, and consumption effects that arise from the firm's efforts 
to push against its resource limits and operating requirements in order to maximize 
the stipulated objectives. Constrained optimization offers a clear framework in which 
to present and describe important relationships among variables, resource limits, inter- 
period transfers, and their data implications. Shortcomings of mathematical program- 
ming include the linearity conditions, inability to handle financial ratios, validity of the 
specified objectives, and reduced flexibility in model specifications relative to simula- 
tion. 

Both modeling approaches have allowed analysts to identify and evaluate the effects 
of alternative growth strategies and to better understand how such key attributes as man- 
agement ability, risk, resource costs, financial position, and reinvestment rates affect the 
firm growth process. Some models have emphasized the financial components of firm 
growth, while others focus on production or market considerations. A strong attribute 
of firm growth models is their ability to link the financial, production, and market com- 
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ponents of agricultural businesses, and account for important interactions among these 
business functions, both over time and under conditions of uncertainty. 

6.3. Objective functions 

The objective function in optimization models can represent those objects of a deci- 
sion maker's goals judged relevant to the situation being analyzed. Because managers 
of agricultural firms may exhibit a wide range of managerial objectives, a variety of ob- 
jective functions have been evaluated in deterministic growth models. One commonly 
used approach is to maximize the net worth of the firm at the end of the planning hori- 
zon. This formulation is analogous to a comprehensive future value, capital budgeting 
problem in which the effects of compounding are represented by reinvestment opportu- 
nities for each year's earnings among the various investment and production activities in 
following periods. Other commonly used formulations of objective functions in farm- 
level multi-period optimization have included (1) maximization of the firm's future net 
worth plus the sum of annual consumption expenditures, (2) maximization of the present 
value of annual consumption expenditures plus ending net worth, and (3) maximization 
of the present value of annual net income [Cocks and Carter (1968); Boehlje and White 
(1969); Irwin (1968a); Martin and Plaxico (1967); Patrick and Eisgruber (1968); and 
Barry (1977)]. 

6.4. Time attitudes and life cycle models 

More recent studies by Phimister (1995a, 1995b), Langemeier and Patrick (1993), 
Lifran (1994), and Barry, Robison, and Nartea (1996) have addressed intertemporal 
firm-level analysis in the context of life cycle planning and performance models of farm 
businesses, where production and consumption are linked through the close household- 
farm relationships that characterize family farming in most countries. Under this ap- 
proach, intertemporal analysis is expressed as the maximization of the utility of multi- 
period consumption, constrained by the present value of wealth (and the related con- 
sumption opportunities) and the available investment alternatives, including both pro- 
ductive investments and lending and borrowing in a perfect or imperfect financial mar- 
ket. 

Time attitudes are explicitly considered by introducing a time attitude function, w(t). 
This function weights the utility of alternative consumption levels in period t, and iden- 
tifies the separate roles of the investor's time attitude and the utility of consumption (i.e., 
tastes) at a specific time. 

The time-weighted utility function is 

T 

Max U = Z v(ct)w(t), 
t 1 

(1) 
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where w(t) is the time weight and v(ct) is the utility of consumption at time t. Under 
dynamic conditions where time is expressed as distance to the future, Strotz (1956) 
argued that the function w(t) must take the form 1/(1 + n) t, where n is a constant 
in order for individuals to make consistent consumption choices over time (i.e., where 
actual equals planned consumption). Subsequently, Barry, Robison, and Nartea (1996) 
generalized Strotz's analysis to allow changes in time attitudes, under a calendar date 
concept of time, in which the time attitude function w(t) has the form 

w(t) = I_[T 1[1 + n(i)]" (2) 

Expression (2) allows changes in the values of time attitudes over time while retain- 
ing equality between planned and actual consumption as time passes, as long as no 
new information would lead to rational changes in the timing of consumption plans. 
The merits of the time weighted function in (1) are the clear distinction between the 
time attitude and the utility of consumption at specific points in time, and the theo- 
retical distinction between optimal investment and financing decisions under perfect 
financial market conditions. At the same time, however, this approach complicates em- 
pirical analysis because it requires explicit and accurate information about the investor's 
time-specific utility functions and about their time attitude function. The complexity is 
compounded when risk attitudes are considered along with time attitudes. Maximizing 
terminal net worth is a much easier, although less theoretically satisfying, approach for 
the close household-farm relationships that characterize the agricultural sectors of many 
countries. 

Phimister (1995a, 1995b) used the life cycle model to address the important pol- 
icy question of whether the level and form of borrowing constraints influence the abil- 
ity of farm households to consume, invest, and grow over time. His findings (1995a) 
indicate that a life cycle model without borrowing restrictions was rejected by data 
for Dutch dairy farms, although the statistical results for selected financial variables 
representing lenders' non-price credit responses were inconclusive. Additional results 
by Phimister (1995b) based on a farm-level optimization model suggest that the form 
of the borrowing constraint may have an important effect on intertemporal perfor- 
mance. 

Phimister employed the time-weighted utility function in his analysis, although a con- 
stant time attitude was implied. In reference to Phimister's approach, Barry, Robison, 
and Nartea (1996) observed that changes over time in farmers' behavioral attributes 
could affect consumption and financing decisions. In particular, plausible changes in 
time attitudes (and risk attitudes) could lead to an "internal" constraint on borrowing 
that yields effects resembling those of lender-induced external borrowing constraints. 
Allowing the model to accommodate intertemporal changes in time attitudes would ad- 
dress this possibility. 
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6.5. Dynamic analysis 

Most of the deterministic firm growth analyses have represented static situations, with- 
out explicitly accounting for the passage of time. The static models can accommodate 
considerable empirical detail, but they do not reflect potentially important dynamic re- 
lationships among major variables (e.g., prices of land and other state variables). Thus, 
static models may overstate or understate the true profit and growth potential for the 
business situations being modeled. The degree of difference could be sizeable relative 
to a comparably specified dynamic analysis. 

Schnitkey, Taylor, and Barry (1989) examined farmland investment returns using dy- 
namic programming. Consideration was given to optimal purchase and sale decisions 
for farmland under dynamic linkages between farmland returns and farmland prices, 
and the effects of these dynamic factors on a farm's financial structure. Comparisons be- 
tween the decisions obtained from the dynamic programming model and a static capital 
budgeting model (i.e., net present value) indicated a clear tendency for over-responsive 
transactions by the static model, resulting in a larger range of investment/disinvestment 
decisions relative to the dynamic model results. 

A similar approach to stochastic dynamic programming was employed by Novak and 
Schnitkey (1994) who explored how bankruptcy risks may influence farm financial per- 
formance. The key insight, enabled by the dynamic properties of their analysis, was that 
explicit consideration of bankruptcy risks tended to moderate farm investment behavior 
especially when financial conditions are less favorable. The related reductions in prob- 
abilities of bankruptcy and increases in expected terminal wealth were not surprising, 
but the dynamic specifications yielded the more plausible results. 

Dynamic analysis appears especially appropriate in investment situations where 
lengthy time periods are involved and where the absence of extensive empirical de- 
tail is not a major concern. In the latter cases, the static approaches to intertemporal 
analysis may prove more effective to use, perhaps in combination with key elements of 
the dynamic models. 

6.6. Life cycle and intergenerational effects 

The close household-business relationship of most agricultural production units results 
in a strong relationship between the life cycle of the business and the life cycle of the 
manager. Financial performance, efficiency attainment, and other business characteris- 
tics may significantly reflect whether a firm is becoming established, growing, consol- 
idating, or engaged in transferring its resources to new owners [Barry et al. (1995)]. 
In many cases, the establishment and transfer stages of agricultural firms' life cycles 
are tied to each other through family relationships [Guinnane (1992); Rosenzweig and 
Wolpin (1985)]. Optimal timing of a farm's transfer from parent to child then becomes 
an important issue [Kimhi (1994)]. 

Estate management is a long-term process that encompasses all of the stages of the 
life cycle [Boehlje and Eisgruber (1972)]. Included are all of the activities that go into 
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building an estate, generating retirement income, planning an equitable distribution of 
property among heirs, and minimizing the cost of transferring assets. When substantial 
holdings of real estate are included in farm estates, the effects of a country's estate 
and inheritance taxes, liquidation expenses, and other transfer costs may be high. Farm 
estates generally have low liquidity and limited capacity for generating easily the funds 
needed to pay such costs, without selling the farm. Tax concessions for qualifying farm 
estates often occur. In addition, various estate planning strategies have been studied 
and utilized in order to facilitate the estate transfer process. Such strategies include 
the form of property ownership, and the use of wills and gifts [Boehlje and Eisgruber 
(1972)], life insurance [Tauer (1985)], reverse mortgages [Gibson and Barry (1994)], 
trusts, and others [Harl (1992); Looney and Uchtmann (1994); Thomas and Boehlje 
(1983)1. 

7. Portfolio theory and financial analysis 

Risk considerations have long played important roles in agricultural finance. Included 
among the questions addressed are: How does a farm's financial structure influence 
its overall risk position? How are business and financial risks related to one another? 
How risky are agricultural investments compared to non-agricultural investments? Do 
agricultural policies increase or decrease financial risks in agriculture? Do risk atti- 
tudes matter? How effective are farmers' financial responses to risk compared to other 
methods of risk management? These questions have frequently been addressed using 
portfolio theory, as summarized in the following discussion. 

7.1. Portfolio model  

Portfolio theory based on mean-variance analysis has received extensive use in agri- 
cultural finance, especially in delineating the properties of business risk and financial 
risk for agricultural firms [Robison and Barry (1977); Barry (1994); Barry and Robison 
(1987); Robison and Brake (1979)]. Recent theoretical support for the mean-variance 
criterion has also encouraged its use [Meyer (1987); Meyer and Rasche (1992)]. Port- 
folio theory includes financial activities by introducing a risk-free asset that can be 
combined with portfolios of risky assets. 2 Positive and negative holdings of the risk- 
free asset represent lending and borrowing, respectively, at the risk-free interest rate. 
Combining the risk-free asset with the efficient portfolios of risky assets enlarges the 
risk efficient set, makes it more risk efficient, and under normality, yields the stochas- 
tic separation property in which the investment decision in risky assets is independent 
of the financing decision involving the desired combination of the risky assets and the 
risk-free asset. Movement along the risk-efficient set clearly indicates the risk-return 
trade-off associated with different levels of financial leverage. 

2 See Barry and Robison (1987), Pinches (1992), or other financial management and investment textbooks 
for a standard treatment of portfolio theory. 
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7.2. Business and financial risks 

For financial analysis, it is helpful to distinguish between the effects of business risk 
and financial risk on the agricultural investor's total risk. Business risk arises from the 
variability of returns to risky assets. It is independent of the financial structure of the 
portfolio. Financial risk arises from the composition and terms of the financial claims 
on assets. Any fixed obligation financing, as in borrowing and leasing, is considered a 
form of financial leveraging. 

Business and financial risks in portfolio theory can be modeled in an additive or 
multiplicative way [Gabriel and Baker (1980); Barry (1983); Collins (1985)]. Following 
the multiplicative approach and maintaining the assumption of a deterministic interest 
rate, it can be shown [Barry (1983); Barry and Robison (1987)] that total risk (TR), 
business risk (BR), and financial risk (FR) are expressed as 

TR=(BR)(FR) (3) 

or as 

~-~ = \ (Ta)(A/E)- (i)(D/E)J'  
(4) 

where ge and ae are the expected rate of return to equity and its standard deviation, 
respectively, Ta and rra are the expected return and standard deviation of risky assets, i 
is the cost of debt, and AlE  and DIE are the respective ratios of assets and debt-to- 
equity. 

From (4), total risk, expressed as a coefficient of variation (~e/g~) for returns to eq- 
uity, is the product of business risk and financial risk. In turn, business risk is expressed 
as the coefficient of variation for returns on risky assets, ~,/Fa. And financial risk is 
represented by a flow measure of financial leverage in the investor's portfolio. That is, 
the second term to the right of the equal sign in (4) relates the returns on risky assets in 
the numerator to the returns on equity in the denominator. This flow measure of lever- 
age is analogous to a stock measure expressed by the asset-to-equity ratio. As leverage 
increases, so does the measure of financial risk in (4), thus magnifying total risk while 
BR remains constant. 

Equation (4) can be evaluated in terms of possible adjustments in BR, FR, or both as 
changes occur in one or more of the model's parameters [Barry and Robison (1987)]. If, 
for example, the investor's risk attitude were expressed as a constant level of TR, then 
an increase in BR may be offset by a decrease in FR, or vice versa. The specific form 
and magnitude of the portfolio adjustments will vary with the structural and operating 
characteristics of farm businesses, with the risk attitude of the investor, and with the 
possible responses of lenders and other financial claimants. 

Featherstone et al. (1988) employ a similar approach to risk balancing in exploring 
the relationship between farmers' leverage positions and the reductions in business risk 
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attributable to participation in government stabilization programs for agricultural com- 
modities. They demonstrate that farm policies could result in an increase in financial 
leverage that offsets the policy-induced reductions in business risks, thus increasing 
total risk when the opposite effect is the intended policy goal. Ahrendsen, Collender 
and Dixon (1994) also tested financial structure issues for dairy farms using the risk- 
balancing concept and could not confirm the concept's ability to explain financial struc- 
ture, although matters of data quality, variable formulations, cost/size relationships, and 
others were cited as areas needing further study. 

7.3. Risk and financial structure 

Under conditions of risk, an investor's objective function is modified to directly account 
for sources and magnitudes of risk, and the investor's attitudes toward risk. The risk 
attitude may then become an important variable influencing portfolio decisions, includ- 
ing the investor's preferred relationship between debt and equity capital-that is, optimal 
financial structure. Barry, Baker, and Sanint (1981) and Barry and Robison (1987) il- 
lustrate this effect analytically by expressing the investor's objective function in terms 
of expected utility maximization, utilizing the mean-variance approach and deriving the 
optimal financial structure. 

Under a deterministic interest rate condition, the Barry, Baker, and Sanint result for 
optimal debt (D) is 

ru - i - 2La2E 
O = (5) 

2)~Cra2 

where )~ is the level of risk aversion, ga and a~ are the expected return to and variance of 
risky assets, i is the cost of debt, and E is equity capital. Rearranging (5) algebraically 
will give the optimal debt-to-equity ratio. The optimal financial structure under risk- 
free borrowing, thus, depends upon the risk attitude as well as on the financial data [see 
Collins (1985), and Featherstone et al. (1988), for an alternative yet identical portrayal 
of optimal financial structure]. 

When the borrowing cost is stochastic (a/a) and correlated (covariance aai) with the 
return on risky assets, Barry, Baker, and Sanint (1981) show that optimal debt is 

D = ra - 7 - 2)~E(aa 2 - aai) (6) 
2)~(o-~ + o'/2 - aai) 

In both (5) and (6), the optimal financial structure is inversely related to changes in 
the risk attitude. That is, greater levels of debt are associated with lower levels of risk 
aversion while other factors remain constant. [See Leatham and Baker (1988), for an 
empirical analysis, using discrete stochastic programming of a farmer's choice between 
fixed and adjustable interest rate loans under alternative risk specifications.] 
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Barry, Baker, and Sanint (1981) use this analytical framework to show how unan- 
ticipated variations in the cost and availability of credit combine with other financial 
and business risks to determine total risks. Consideration of stochastic costs and avail- 
ability of credit generally lead to lower leverage by farmers, although in selected cir- 
cumstances high correlations between borrowing costs and assets returns could war- 
rant greater leverage. Their empirical evidence works against this response, however, 
by showing a strongly positive relationship between credit availability and level of farm 
income, implying a negative relationship between borrowing costs and levels of income. 
Moreover, a tendency for capital credit to be more volatile than operating credit suggests 
that the financing capacity for firm growth is more unstable than financing capacity for 
annual operations. 

Gwinn, Barry, and Ellinger (1992) consider the optimal financial structure of cash 
grain farms under conditions of risk and for various levels of risk aversion by farm- 
ers, as motivated by the debt and equity relationship derived in Equations (5) and (6). 
They developed a multi-period risk programming model that contained a wide range 
of investment and financing alternatives, credit specifications, family consumption, and 
tax relationships. The objective function yielded a risk-return trade-off between the ex- 
pected value of the farm's terminal net worth and variance-covariance measures on ter- 
minal asset and liability values and on annual gross margins of production and sale 
activities. 

The risk programming results were validated by comparisons with performance data 
for farm businesses from the Illinois Farm Business Farm Management Association. 
The results indicated substantial differences in financial structure, farm size, and liquid- 
ity over a wide range of risk aversion levels. The risk-neutral solution had the largest 
farm size, the highest financial leverage, the least asset diversity, the fastest rate of finan- 
cial growth, and the greatest total risk. Increases in risk aversion yielded slower growth, 
smaller farm sizes, lower financial leverage, larger liquidity, and greater diversity in 
resource control over ownership and leasing of farmland. Thus, a range of optimal fi- 
nancial structures for family-oriented cash grain farms is plansible to expect, based on 
differences in levels of risk aversion among farmers. 

In studying the theories of capital structure for proprietary firms, Collins and Karp 
(1993, 1995) draw comparisons between the static, risk-averse expected utility approach 
[Barry et al. (1981); Collins (1985)] and their stochastic, risk-neutral optimal control 
approach. Different assumptions about risk attitudes, risk concepts (variability vs. ruin), 
planning horizons, functional forms, and other decision attributes, together with data 
deficiencies, hamper the comparisons. The ability to handle multi-period horizons is a 
strength of the dynamic approach, while accounting for possible changes over time in 
risk attitudes is a strength of the other. The insights offered by these comparisons are 
interesting, although the principal contributions to date likely involve identifying the 
range of variables influencing capital structure, rather than the validity of any particular 
modeling approach. 
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8. Aggregate investment analysis 

In contrast to the micro-level orientation of much of the financial management work of 
the past, a substantial literature has addressed aggregate or sector-level financial analy- 
sis. Answers have been sought to questions such as: What determines farmers' invest- 
ment behavior? Are farm investments reversible? How are the investment and capital 
structure of agriculture related to each other? Do financing terms, credit policies, and 
taxation affect the aggregate structure of the farm sector? Answers to these questions 
generally involve micro-foundations, although the possible relationships may be tested 
econometrically with the use of aggregate data. 

8.1. Investment analysis concepts 

Consider, first, the determination of farmers' investment behavior. A micro-foundation 
to this question might express a farmer's investment decision in terms of the net present 
value model: 

N R0(1 _ t)(1 + gp)n 
NPV= -Vo + Z ~1 + ; ~  + 

n 1 

V N  - -  ( V N  - V o ) ( t )  

(1 + i) N 
(7) 

where 

i = (id)(1 -- t )(D/A) + (ie)(E/A) (8) 

and 

VN = VO(1 + gv) N. (9) 

Variable V0 is the asset's initial investment requirement; VN is the asset's terminal value, 
reflecting growth or decline at periodic rate gv ; t is the income tax rate; R0 is the base 
level of net cash flow per period; gv is a growth rate (positive, negative or zero) for net 
cash flows; and i is the weighted after-tax cost of capital, where ia and ie are the costs 
of debt and equity, respectively, and D/A and E/A are the respective ratios of debt and 
equity to assets. 

Investment profitability, thus, depends on the magnitude of discounted returns, in- 
cluding the after-tax terminal value of the assets, compared to the asset's initial invest- 
ment requirements, using the weighted average cost of financial capital as the discount 
rate. A positive (negative) net present value signifies profitability (unprofitability) rel- 
ative to the cost of financial capital. The internal rate of return (IRR), an alternative 
investment criterion, is the discount rate that yields a net present value of zero [Barry 
et al. (1995)]. Profitability, then, is based on a comparison of the IRR to the weighted 
average cost of financial capital. 
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Comparative statics indicate that investment profitability is inversely related to the 
initial asset price (investment requirement) and to the cost of capital, and positively re- 
lated to the level of net cash flows and the growth rates of cash flows and the terminal 
value. Changes in tax rates have an ambiguous relationship to investment profitability, 
depending on the nature of the tax (e.g., ordinary income vs. capital gains) and how tax- 
ation jointly affects the asset returns and the cost of capital [Robison and Barry (1996)]. 

The net present value concept is extended when, as is frequently the case, investments 
are irreversible and/or postponable [Pindyck (1991); Ross (1995)]. Irreversibility occurs 
when investments result in sunk costs for industry or firm-specific assets or for situa- 
tions when the lemons problem, government regulations, and institutional arrangements 
hamper asset redeployability. Postponability gives the prospective investor the opportu- 
nity to wait for new information about prices, costs, technology, legal issues, and other 
market conditions before he or she commits resources to the investment. 

The benefits of new information from waiting could enhance investment profitability, 
but the waiting process incurs costs as well. Included in the costs are foregone returns 
from making the investment earlier, possible increases in investment expenditures, and 
adverse profit effects resulting from comparable investments by competitors. 

The valuation issues associated with postponing an investment resemble an option 
valuation problem. In this case, the value added to a net present value model by post- 
poning the investment decision is equal to the value of an options contract for the right 
to purchase the investment in the future. When a firm makes an irreversible investment, 
it exercises or nullifies the option to make this investment at a later time. The lost option 
value is a potentially important opportunity cost that is part of the investment cost. 

The present value of the investment's net cash flows must now exceed the initial 
expenditures by an amount equal to the value of keeping the investment option open 
[Pindyck (1991)]. In this sense, a project may not only compete with other possible 
projects, but it competes with itself delayed in time [Ross (1995)]. Option values, thus, 
represent the maximum price that could be paid to guarantee the right to purchase the 
investment at its investment cost (exercise price) at a designated time in the future. 

Most of the aggregate investment analysis in agricultural finance is consistent with 
the general specification of the net present value model. Numerous studies have sought 
to measure and test the relative importance of the respective variables, and the speed 
with which capital adjustments occur. Similarly, asset replacement models, which rep- 
resent a special case of investment analysis, have sought to determine optimal holding 
periods for depreciable assets, based on the key variables affecting profitability [Perrin 
(1972); Robison and Barry (1996)]. More recent studies have employed the informa- 
tion and incentive arguments of modern finance theory to focus on the linkage between 
investment and financing [Hubbard (1998)]. 

8.2. Early investment and tax policy studies 

Studies investigating the aggregate demand for one or more farm assets begin to appear 
in the late 1950s. Cromarty (1959), Griliches (1960), Heady and Tweeten (1963), Fox 
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(1966), and Rayner and Cowling (1968) all utilized a partial stock-adjustment approach 
incorporating lag terms which permitted adjustment over time to an optimal stock level. 
Positive but small coefficients for the lag term were consistently obtained. 

Similar behavioral assumptions pertaining to investments were made in these studies: 
Farmers sought to maximize profits and, thus, achieve a desired level of investment and 
related service flows. A commonly used variable was the ratio of machinery prices to 
commodity prices, which was a consistently important explanation of investment be- 
havior. Griliches (1960) was the only one of the above studies to conclude that interest 
rates significantly explained investment, perhaps reflecting the relatively low and stable 
interest rates during these times. Rayner and Cowling (1968) found that the farm wage 
rate relative to tractor prices was a significant explanatory variable for machinery in- 
vestments in Great Britain. They attributed this finding to structure of the labor force, 
farm size, and agricultural policy in Great Britain relative to the United States. These 
studies were completed during the same period of time, and each employed ordinary 
least squares regression. They achieved similar results, which remained unchallenged 
for a considerable period of time. 

Early work in this area also considered how various forms of market imperfections 
influenced investment and disinvestment in the agricultural sector. G.L. Johnson (1956), 
Edwards (1959), G.L. Johnson and Quance (1972), and D.G. Johnson (1950) addressed 
the concept of asset fixity in agriculture based on the relationship between an asset's 
marginal productive value to a firm and the spread between the asset's acquisition cost 
and its salvage value in the marketplace. The wider the spreads between acquisition 
cost and salvage value, the greater the fixity of assets and the more sluggish are re- 
source adjustments in response to changing market signals. These concepts and the 
related empirical studies helped to explain the seemingly slow adjustments of resources 
in agriculture and the tendency for an apparent overinvestment in the sector. 

8.3. Investment, capital structure, and taxation 

In 1981, Penson, Romain, and Hughes developed an econometric approach to invest- 
ment analysis that reflected the joint effects of capital structure, taxation, and capacity 
depreciation patterns on the implicit rental price of durable capital. The capital structure 
formulation directly reflected the combined use of debt and equity capital employed by 
farmers when they finance purchases of durable inputs. Their estimating equation re- 
lated net investment to variables depicting the ratio of farm output to the implicit rental 
price of capital, the desired capital stock, and lagged net investment. 

The findings by Penson, Romain, and Hughes (1981) indicate statistical significance 
and correct signs for each of the major variables, thus providing good explanations 
for annual net investment in tractors. In particular, their results are supportive of the 
engineering-data capacity depreciation patterns for delineating net investment from 
gross investment and replacement expenditures [see Ball and Witzke (1993), for a re- 
cent application]. The conventional geometric decay pattern did the poorest job among 
those tested of explaining the real annual net investment in farm tractors. The elas- 
ticities, computed at the mean, between net investment and the output to capital cost 
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ratio were 2.64 for the engineering data pattern, 2.53 for a one hoss shay pattern, 4.33 
for straight line, and 6.59 for geometric decay, suggesting a substantial over-estimate 
of farmers' investment responses to changes in prices, interest rates, taxes, and other 
relevant variables under the geometric decay pattern. 

Dynamic specifications of investment behavior account for the effects of asset adjust- 
ment costs on movements from one capital stock equilibrium to another. The relative 
fixity of inputs causes such adjustments to take time. The accelerator concept becomes 
important to the process by which net investment closes the gap between desired and 
actual levels of capital stock. Under dynamic conditions, the agricultural firm's long-run 
dynamic problem is to choose time paths for variable inputs and quasi fixed inputs that 
maximize the present value of net earnings. Especially important to aggregate invest- 
ment analysis are the difference equations and functional forms for the profit and cost 
of adjustment functions. 

Using the dynamic investment framework, LeBlanc and Hrnbovcak and colleagues 
undertook a series of studies beginning in the 1980s that included examining the effects 
of interest rates and tax policies on investment in agriculture. Their 1985 study focused 
on the relationship between agricultural machinery investments, interest rates, and sev- 
eral other important variables. They report three general conclusions from their analysis. 
First, changes in interest rates had a minor direct effect on the optimal level of agricul- 
tural machinery. The response of the optimal capital stock to changes in the interest rate 
is highly inelastic, less than -0.01 in 1978. Second, interest rates do affect investment 
by altering the rate of adjustment to new levels of optimal capital stock-higher rates 
delay investments, and vice versa. Third, the ratio of machinery price to output price is 
a more important determinant of the adjustment rate than is the real interest rate. 

Subsequent studies focused on the investment implications of tax policy using a 
broader concept of rental rates of capital than interest rates alone. The investment equa- 
tions in the 1986 study by LeBlanc and Hrubovcak are functions of variable input and 
output prices, technological change, rental rates of capital, and lagged capital stock. The 
rental rate is a function of asset price, capacity depreciation, tax variables, the discount 
rate (weighted average costs of debt and equity capital), and the rate of inflation. Tax 
policies affect investment by altering the implicit rental price of capital. 

Results for their 1986 base model indicate significant inverse relationships between 
investment and the rental price of capital, dynamically stable adjustment rates, and plau- 
sible values for other key variables affecting investments. Specific tax policy effects 
focused on the impacts of investment tax credit, interest deductibility, and other tax 
changes during the 1954-1978 period. The results of the tax analysis indicated that 
nearly 20 percent of net investment in agricultural equipment during the 1956-1978 
period was attributed to tax policy, with the investment tax credit and liberalized depre- 
ciation allowance having the largest and smallest effects, respectively. 

An extension of the tax policy effects by LeBlanc et al. (1992) utilized a similar con- 
ceptual framework together with a stochastic coefficient econometric methodology to 
estimate how the Tax Reform Act of 1986 altered the cost of capital and net invest- 
ment in agriculture. Their base model results indicated that land price, rental rates of 
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capital, energy price, and lagged capital stock were the most important determinants of 
net investment, and wages and chemical prices were the least important. The provisions 
of the 1986 Act were estimated to substantially increase (12.7 percent overall) rental 
prices of capital, and thus decrease the optimal long-run capital stock in the agricultural 
sector by an estimated $4 billion or nearly a 25 percent reduction from prior law. These 
results provide clear evidence of the importance of tax policy on the capital position of 
agriculture. 

Weersink and Tauer (1989) contrast the dynamic optimization approach to estimation 
of investment functions with a traditional approach in which ad hoc adjustments (e.g., 
finite distributed lags) are imposed on the time structure of investment. Their traditional 
model, applied to dairy farms, included variables for capacity utilization, cattle inven- 
tories, costs of capital, farm size, external debt, farm income, time, and operator age. 
All of the variables except size and age were statistically significant. Both the dynamic 
and traditional models tracked the actual expenditures of dairy farmers reasonably well, 
although the traditional model was judged to perform better. Both models suggested a 
significant delay between changes in the determinants of desired capital stock and the 
actual investment expenditure. 

An alternative data-generating approach to machinery investment analysis by 
Gustafson, Barry, and Sonka (1989) utilized experimental and simulation procedures 
with a panel of cash grain farmers to test the effectiveness of the approach and to ob- 
serve the effects on investment expenditures of selected structural, performance, and 
environmental conditions. While limited in generality due to the small size of the farmer 
panel, the results show investment levels statistically related to the tenure and leverage 
position of farm operator, the economic conditions they face, and the age of existing 
machinery. Alternative public policies of lower commodity price supports, tax reforms, 
and reductions in interest rates influence the timing of purchases, but do not alter total 
investment levels. 

Elhorst (1993) makes a special effort in his traditional approach to farm investment 
analysis to utilize farm-level data in the Netherlands and to tailor the econometric ap- 
proach to differences in investment frequencies among farmers. His "infrequency pur- 
chase model" yielded a substantial improvement in estimation results, but still left unex- 
plained substantial portions of the farmers' investments. Elhorst speculates that a greater 
emphasis on the linkages between investment and financing might be promising to con- 
sider. 

8.4. Investment and financing relationships 

Asymmetric information concepts have also played an important, recent role in analyz- 
ing investment behavior in the agricultural sector. Under this approach, credit rationing 
triggered by asymmetric information, as demonstrated by Stiglitz and Weiss (1981), 
may serve as a constraint on business investment. Testing whether financial variables 
become significant in empirically estimated investment equations, when investment is 
known to be profitable or unprofitable, provides evidence of financial constraints ab 
tributable to asymmetric information [Fazzari et al. (1988); Hubbard (1998)]. 
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Jensen, Lawson, and Langemeier (1993) build upon the earlier study of Weersink 
and Tauer (1989) by using farm-level data to estimate a composite model of agricul- 
tural investment that includes variables suggested by the accelerator, neo-classical, and 
asymmetric information models. Their internal finance variables included real net farm 
income, interest commitments, real total depreciation, and real off-farm income. Their 
results indicate that the addition of the internal cash flow variables significantly im- 
proved the explanatory power of their agricultural investment model, and that invest- 
ment was more responsive to the internal cash flow variables than to either the acceler- 
ator or neo-classical variables. 

Hubbard and Kashyap (1992) also applied asymmetric information concepts to the 
agricultural sector in exploring the relationship between investment in agricultural 
equipment and internal finance represented by farmers' net worth positions. A key fac- 
tor for many models, in which asymmetric information is important, is that the cost 
of external finance varies inversely with the level of "inside finance". Thus, lenders 
may become more willing to lend when farmers' net worth improves, and adverse in- 
centive problems should be less important at sufficiently high levels of net worth. The 
empirical results obtained by Hubbard and Kashyap clearly indicate that the standard 
perfect-capital-market approach fails to adequately explain investment, due to system- 
atic correlations between the unexplained component of investment and movements 
in farmers' net worth positions. The correlation is strongest during periods of low net 
worth. Extending the model to accommodate net worth improves the explanation of 
farmers' investments, although the effects are significantly more important during de- 
flationary periods than during boom times. 

Several studies have considered whether credit rationing affects production levels in 
the agricultural sector, under asymmetric information concepts. Calomiris, Hubbard, 
and Stock (1986) evaluated the relationships between state-level farm output and farm- 
ers' collateral positions, debt-servicing burdens, and bank failures. They find strong 
evidence that disruptions in agricultural credit markets can have real effects on farm 
output, especially through deteriorating collateral positions and institutional failures. 

Belongia and Gilbert (1990) use a model of credit rationing to determine whether 
farmers receive more of their credit from federal agencies when the aggregate sup- 
ply of credit declines, and whether credit availability is strongly related to the level 
of farm output. Their empirical results for the 1947-1986 period are consistent with 
non-price credit rationing from private sector lenders, by showing a higher proportion 
of government-sponsored lending to agriculture as the growth rate of total agricultural 
credit declines. The government-sponsored credit, thus, fills the gap when private sec- 
tor rationing increases. However, further empirical work suggested that government- 
sponsored non-real-estate credit is not significantly related to agricultural output. The 
authors suggest that these results fail to indicate an important role of subsidized credit 
in facilitating agricultural production, and question whether farmers divert such credit 
to higher- valued opportunities. Belongia and Gilbert (1990) do not, however, consider 
the credit effects on farmers' financial performance. 



Ch. 10: Agricultural Finance 549 

In a developing economy setting, Feder et al. (1990) considered the extent to which 
production credit programs for farm households in China stimulate production or are 
used for other purposes. Their results indicate that a significant proportion of the short- 
term credit provided by rural credit cooperatives as "production credit" may actually be 
utilized for consumption and investment, especially in light of the absence of informal 
lenders and of medium- and long-term credit for the households in their study. The 
likely output effect, thus, will be smaller than anticipated. These results clearly highlight 
the fungibility of credit problem in institutional development lending and its adverse 
implications for building borrower and lender discipline in credit programs. 

8.5. Investment, sunk costs, and risk 

Sunk costs, irreversibilities, and risk may interact to influence the likelihood of in- 
vestment and disinvestment, the mobility of resources, and potential over- or under- 
investment in agriculture. Following G. Johnson's early work, Tweeten and Quance 
(1969), Houck (1977), and Traill, Colman, and Young (1978) tested for irreversible 
supply and demand equations, generally based on separate equations for periods of in- 
creasing and decreasing investments. More recently, Vasavada and Chambers (1986) 
used an asset adjustment cost model to determine that agricultural investments have 
high degrees of irreversibility. Nelson, Braden, and Roh (1989) also tested for asym- 
metries in investment and disinvestment periods, finding some evidence that periods of 
disinvestment are more persistent than periods of investment. 

The dynamic properties of sunk costs, irreversibilities, and asset fixity have also re- 
ceived increasing attention in economics research. Part of the focus has been on under- 
standing how these factors influence the role of competitive markets in achieving an 
efficient allocation of resources [Chavas (1994); Hsu and Chang (1990)]. Also impor- 
tant are the influences on technology adoption, productivity growth, and the structure of 
agriculture [e.g., Saha et al. (1994); Purvis et al. (1995)]. 

The adverse effects of sunk costs have important implications for public policies, in- 
stitutional innovations, and firm-level decision making. Barham and Chavas (forthcom- 
ing), for example, illustrate how sunk costs and risk may lead to such response strategies 
as investments in human capital, public infrastructure, information dissemination, insur- 
ance, and other risk management strategies. The intended effects of such actions are to 
improve resource mobilization, encourage investments and disinvestments, stimulate 
trade, enhance productivity, and add to welfare outcomes. 

9. Finance, economic growth, and the structure of agriculture 

Theory and empirical evidence indicate that the sophistication of financial systems and 
an economy's growth and development are strongly related to one another [Levine 
(1997); Gertler and Rose (1996)]. Levine argues that the development of financial mar- 
kets and institutions is a critical and inextricable part of the growth process. In the 
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absence of financial markets, the effects of high information and transaction costs (in- 
cluding the costs of acquiring information, enforcing contracts, and exchanging goods 
and financial claims) would tend to immobilize savings, stifle risk-taking, constrain in- 
vestment decisions, hamper technological innovations, and dampen rates of economic 
growth. High-return, technologically intensive projects generally require long-run com- 
mitments of capital, but savers are reluctant to concentrate their funds for lengthy pe- 
riods in risky investments where good information is lacking. Financial markets, with 
their liquidity, diversity, and information-providing roles, enable the mobilization and 
channeling of these savings to their highest payoff uses. 

The financial intermediary, thus, provides the service of identifying and monitoring 
the most promising firms, managers, and prospective investments. The result is a height- 
ened pace of economic growth and development. Levine (1997) cites ".. .  a growing 
body of empirical analyses, including firm-level studies, individual country studies, and 
broad cross-country comparisons that demonstrate a positive link between the function- 
ing of the financial system and long-run economic growth" (p. 720). A linkage, however, 
does not necessarily imply causation. 

Is credit a causal factor or a facilitating factor in the structural change and economic 
growth of agricultural sectors? Agricultural finance clearly is linked to changes in farm 
structure [Gustafson and Barry (1993); Lins and Barry (1980)]. Past practices in farm 
lending, which have included more liberal lending in favorable times and more conser- 
vative lending in less favorable times, have strongly influenced the size, profitability, 
and well-being of family farms. Gains in agricultural productivity, the mechanization 
and modernization of farming operations, more orderly marketing of farm commodi- 
ties, and liquidity management have benefited considerably from ready availability of 
agricultural credit. 

These benefits of credit in particular, and financial services more generally, are con- 
sidered to be accommodating, rather than causal, in that the financial capital responds 
to underlying economic incentives. Availability of credit may often be a necessary con- 
dition for capital investments. It is not, however, a sufficient condition. Profit incen- 
tives are needed as well. Thus, readily available credit likely has facilitated, but not 
necessarily caused, many of the changes occurring in agriculture - fewer and larger 
farms, greater specialization, adoption of new technology, greater capital intensity, and 
stronger market coordination. Moreover, as the prospects for economic development 
increase, financial market development becomes more essential. In turn, the enhanced 
capabilities of financial markets also become predictors of future rates of growth, capi- 
tal accumulation, and technological change. In this perspective, as observed by Levine, 
financial markets are endogenous to economic growth and development. They evolve 
over time, and are essential to economic growth. 

Sometimes, however, swings in credit conditions can magnify changes in the finan- 
cial well-being of agricultural producers. In the U.S., for example, the boom times of 
the late 1970s were fueled by readily available, low-cost credit, only to be met by the 
credit management and loan repayment problems of the early 1980s, and the signifi- 
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cant stresses faced by many financial institutions, especially those that specialized in 
agricultural lending. 

Credit policies may also have conflicting effects. The historic institutional devel- 
opments in agricultural finance (i.e., creation of government-sponsored agricultural 
lenders, direct government loan programs, laws targeted to agricultural loans) have as- 
sisted many countries to maintain a pluralistic, smaller-scale, family-oriented, largely 
non-corporate farming structure. Concurrently, however, credit policies intended to sus- 
tain this pluralistic structure of agriculture can also slow resource adjustment, build 
excess production capacity, create excessive debt, and counter the effects of new tech- 
nologies and market focuses in agriculture [Lee and Gabriel (1980)]. Emergency or 
disaster-related public credit can have the effect of substituting for income, thus perpet- 
uating adverse incentives by borrowers. Weak monitoring and enforcement problems in 
public credit can create moral hazards by both agricultural borrowers and their lenders 
in seeking to continue use of the public safety net. These actions go well beyond the 
intended roles of credit markets and undermine their integrity and soundness (see the 
discussion about public credit in Section 10 of this chapter). 

10. Suppliers of financial capital 

10.1. Introduction 

Suppliers of financial capital include savers with investable funds and financial interme- 
diaries who specialize in the transmission of funds from savers through financial mar- 
kets to those with need for external sources of funds. The financial institution performs 
the intermediation process more efficiently and safely than would individual savers and 
investors, while still earning an acceptable rate of return on the institution's equity cap- 
ital. Efficient collection and processing of information about the creditworthiness of 
borrowers, loan performance, and financial market conditions are major services pro- 
vided by financial intermediaries. Diversity in their holdings of assets and liabilities 
reduces credit risk, interest rate risk, and liquidity risk, and helps to reconcile liquid- 
ity differences between savers and investors. Thus, economic theories of the firm and 
of markets, along with the informational concepts of modern finance theory, apply to 
financial intermediaries, similar to their applications to other types of organizations. In 
the cases of market gaps or major market imperfections, public loan programs or pub- 
licly sponsored institutions may emerge as important participants in the intermediation 
process. This section of the chapter addresses the application of these financial market 
concepts to agricultural finance. 

10.2. Financing the agricultural sector 

The historically strong reliance by farmers on debt capital to operate their farms, capi- 
talize their asset bases, and respond to liquidity pressures requires a responsive, modern 
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financial market. Ideally, agricultural borrowers would prefer a financial market that of- 
fers competitive interest rates; ready, low-cost access to credit; reliable availability of 
financial capital through all phases of the business cycle; versatile uses of funds; credit 
terms tailored to the characteristics of the activities being financed; and effective ac- 
cess to financially related products and services. The financing of agriculture, however, 
presents special challenges to the financial markets. 

As indicated in Section 2, farms typically are capital-intensive, geographically dis- 
persed, limited in scale and scope, and characterized by lengthy production periods. 
They are subject to significant business risks and to cyclical swings in economic con- 
ditions, often resulting in liquidity problems at specialized lending institutions serving 
agriculture. Imbalances in needs for and availability of local market funds require reli- 
able access to non-local sources of funds. However, non-local funding is challenged be- 
cause relationships between agricultural borrowers and their lenders typically are char- 
acterized by strong reliance on reputations, personal familiarity, and social closeness. 
Skills in farmers' financial management and the quality of their financial information 
also are more limited in agricultural lending. In light of these characteristics, the avail- 
ability of competitively priced, dependable credit for agricultural borrowers has long 
been an important policy issue, and public credit programs often play significant roles 
in enhancing market development and ensuring credit availability. 

10.3. Types of agricultural lenders 

Most countries have several types of financial intermediaries and other entities that pro- 
vide loans and financial services to the agricultural sector. Included are [Barry et al. 
(1995)]: 
• A commercial banking system that relies heavily on deposits as a source of loanable 

funds. 
• Specialized agricultural lending institutions, with corporate or cooperative organiza- 

tions, that depend primarily on financial market sources of funds. 
• Government programs at the federal, provincial, and/or state levels that rely on finan- 

cial markets or taxation for sources of funds. 
• Credit unions composed of members with a common bond. 
• Farm-related trade or agribusiness firms. 
• Intermediaries that perform important fiduciary or trust functions, such as insurance 

firms, pension funds, and trust companies. 
• Individuals such as family members, sellers of farmland, neighbors individually or in 

groups, and money lenders in the case of developing countries. 
• Originators who channel loans into well-diversified loan pools funded by asset- 

backed securities. 
These sources of financial capital differ in their organizational structures, operational 

characteristics, degrees of specialization, sources of funds, relative importance, and re- 
lationship to the public sector. They each participate, with varying degrees, in providing 
the basic services of financial intermediation: (1) origination of loans, (2) funding of 
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loans, (3) risk bearing, (4) provision of liquidity, and (5) monitoring, payment collec- 
tion, and other servicing of loans. Each of these services generates a source of profits 
to the intermediary and, as financial markets develop and become more competitive, 
different financial institutions may tend to specialize in the provision of one or more of 
these services. 

10.4. Regulation of  financial markets 

Public involvement in financial markets is inherently extensive and changes in form as 
the financial markets of countries experience greater maturity and development. Even 
the most sophisticated financial markets experience strong public regulation. The need 
for such regulation is attributed to several factors. Included are the intangible nature of 
financial assets (promises to repay for debt and ownership titles for equity); the signifi- 
cant importance of information generation, transmission, and processing in the interme- 
diation process; aggregate monetary stability; and safety and soundness for investors in 
securities issued by government-sponsored institutions. As a result, considerable confi- 
dence, trust, and stability are required among market participants in order for financial 
markets to develop and function effectively. The resulting regulatory environment is 
intended to safeguard savers and investors, foster competition, respond to market im- 
perfections, facilitate effective monetary policy, and achieve other specific social goals. 

Governmental regulation of financial markets may take many forms: 
• Restraints on geographic expansion of financial institutions, as with branching and 

holding company regulations. 
• Mandatory specialization in some services (e.g., farm, student, or housing loans; 

transaction accounts). 
• Portfolio diversification through reserve and capital requirements, legal lending lim- 

its, and asset allocations. 
• Public reporting and examination requirements. 
• Special borrowing privileges. 
• Fair trade practices. 
• Public programs for credit and insurance. 
• Laws affecting the design, security, negotiability, and trade of financial instruments. 

The extent of regulation varies substantially among types of financial institutions and 
credit sources. Examples include complete public sponsorship in the case of government 
loan programs; chartering of government-sponsored, yet privately owned agricultural 
credit institutions; and comprehensive regulatory oversight of depository institutions 
and insurance protection for depositors. In contrast, agricultural lending by agribusi- 
nesses and trade firms, individuals, and money lenders is largely unregulated, except 
for the discipline provided by the marketplace. This regulatory mosaic contributes to 
the effective operation of heterogeneous financial markets, but can also create periodic 
imbalances in credit markets that raise concerns by market participants about "leveling 
the regulatory playing field". 
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10.5. Evolution of financial markets 

Financial markets have experienced lengthy, accelerating transition. Innovations in in- 
formation processing and electronic communications technologies have allowed the 
breaking-down of geographic barriers, and have led to substantial integration between 
national and international financial markets. Globalization is common in the trading 
of many types of financial assets, in the financing of international trade, and in sourc- 
ing various types of funds. Deregulation of interest rates and of the range of products 
and services financial institutions may offer has led to the emergence of broadly based, 
highly competitive financial services companies, offering a combination of transactions, 
credit, savings, investments, insurance, counseling, and related services to their cus- 
tomers. At the same time, specialized service providers can still fill well-defined market 
niches, often through partnering arrangements with other financial services companies. 

Securitization is becoming widespread in the financing of residential housing, auto- 
mobiles, accounts receivable, commercial properties, and other types of assets. In the 
U.S., the Federal Agricultural Mortgage Corporation (Farmer Mac) provides securi- 
tization services for farm real estate loans. Packaging loans into pools, adding credit 
enhancements, and selling asset-backed securities to investors have proven effective in 
the reallocation, and management, of credit risks and interest rate risks from financial 
institutions to financial market investors. The creation and trading of derivative securi- 
ties in financial risk management is in the vanguard of financial innovations, although 
subject to strong demands for trader expertise in order for derivative markets to function 
safely and effectively. 

Financial reforms have played an important role in the evolution of financial markets. 
These reforms have been widespread in recent decades, motivated in part by ideologi- 
cal factors, technological developments, and changing financial market conditions. The 
reform process usually involves a set of actions taken to ease portfolio controls, target 
credit to selected borrowers, and limit government intervention in the determination of 
interest rates [Caprio et al. (1996)]. Relying more on market forces has been viewed 
as a promising way to enhance the intermediation process and improve the allocation 
of resources. The evidence [Caprio et al. (1996); Herring and Litan (1995)] suggests 
that the reform process can be successfully managed, although the timing and degree 
of success are strongly influenced by a country's financial condition, the sequence of 
reforms, and the linkages between the country's financial and non-financial sectors. 

Reforms have opened domestic financial markets to greater international influences. 
Integration among markets is especially strong in the wholesaling of funds and finan- 
cial services [Herring and Litan (1995)]. Integration is less complete, however, in retail 
markets, including agricultural finance, in which smaller firms and individuals primarily 
patronize financial service providers in their own locality, region, or country. Interact- 
ing with local personnel remains a strong customer preference in agricultural finance, 
although new telecommunications and transport technologies are making inroads on 
these preferences. 
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10.6. Implications for agricultural lending 

This evolutionary financial market environment has not excluded the financing of agri- 
culture. Large-scale commercial lenders (including money center and regional banks, 
and large specialized agricultural lending systems) are meeting the credit and financial 
services needs of larger, industrialized agricultural production units that have varying 
types of contractual arrangements with food companies and other agribusiness firms. 
These industrialized units neither need nor use subsidized credit programs, except per- 
haps when younger, inexperienced agricultural families become contract growers in 
integrated poultry, livestock, or dairy operations. 

Commercial-scale family farms also tend to be financed by commercial banks and 
specialized agricultural lenders, perhaps with government sponsorship and/or financing 
assistance. These credit sources have either acquired, or have access to, the modern fi- 
nancial market technology, although their approach to agricultural lending is gravitating 
away from the information-intensive, traditional-relationship style toward a price-driven 
style typical of commercial lending in other sectors. In response, agricultural borrowers 
must upgrade their skills in financial and risk management, accounting, and financial 
reporting, consistent with those of other commercial borrowers, in order to compete 
effectively for loan funds. 

Small, part-time, or limited-resource farms remain large in numbers, but relatively 
small in terms of economic contributions. In developed countries, small farms often rely 
heavily on non-farm employment as sources of income. In developing countries, small 
farms often operate at subsistence levels. The financing needs of small farms in devel- 
oped countries are increasingly treated as consumer-type loans by commercial lenders, 
with credit-scoring and higher interest rates used to offset the high servicing costs of 
small loans. Small farmers rely heavily on targeted, public credit programs with conces- 
sionary lending terms to meet their financing needs. Individuals, money lenders, trade 
firms, and other local sources are other credit sources for small farms. For this type of 
borrower, public credit serves the multiple purposes of facilitating resource adjustments, 
providing liquidity in times of adversity, and assisting in meeting the creditworthiness 
requirements of commercial lenders. 

10. 7. Agricultural finance markets and institutions 

Professional studies in agricultural finance have coincided closely with the transition in 
financial markets cited above. Included are aggregate projections of capital and credit 
needs in agriculture [Hughes and Penson (1981)], financial market analyses, policy 
studies, and structural change of financial institutions. Impacts of regulatory changes 
on the availability, cost, and other financing terms for agricultural borrowers have re- 
ceived considerable attention [e.g., Barry (1981)]. The results of optimization models, 
simulation, and econometric analyses of financial institutions have highlighted the com- 
bined effects of interest rate deregulation and financial stress of agricultural borrowers 
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on the performance and management strategies of different types of financial institu- 
tions [Barry (1981); Barnard and Barry (1985); Barry and Lee (1983); Pederson (1992); 
Robison and Barry (1977)]. 

During the stress times of the 1980s in the U.S., some institutional responses to risk 
(e.g., floating interest rates, larger risk premiums in loan rates) had the unintended ef- 
fects of transmitting credit risk and interest rate risk to healthy agricultural borrowers, 
thus widening and deepening the adversities. Other strategies (broader loan diversifi- 
cation, expanded geographic markets, gap and duration gap management, insurance) 
have enhanced the risk-bearing capacities of financial institutions, and have led to more 
efficient management of credit, interest rate, and liquidity risks [Ellinger and Barry 
(1989); Barry et al. (1995, 1996)]. Differential loan pricing based on competitive types 
of loans, borrowers' credit risks, loan sizes, costs of funds, and degrees of financial 
stress is also an effective element of asset-liability management by financial institutions 
[Barry (1995); Barry and Calvert (1983); Schmiesing et al. (1985); Bottomley (1975); 
Lee and Baker (1984)]. These pricing strategies respond to the adverse selection and 
moral hazard problems of agricultural lending, and are often tied to the growing use of 
credit-scoring techniques. 

Designing flexible repayment programs through variable amortization, debt reserves, 
graduated payments, shared appreciation loans, and other mechanisms, similar to the 
flexibility provided by share rent obligations in farm real estate leasing, formalizes the 
role of financial institutions and credit reserves in accommodating random fluctuations 
in the financial conditions of agricultural borrowers [Lee and Baker (1984); Rahman and 
Barry (1981); Khoju et al. (1993); Ellinger et al. (1983); Buffier and Metternick-Jones 
(1995)]. Lenders, however, have largely refrained from designing loan contracts with 
these elements of flexibility, preferring instead to implement flexibility when needed 
through loan extensions, refinancing, deferred payments, workouts, and other means of 
forbearance. 

Impacts of geographic liberalization on the costs and availability of agricultural loans 
and on institutional performance have been substantially addressed. Restructuring of the 
Farm Credit System in the U.S., for example, has expanded risk-carrying capacities of 
system institutions, modestly enhanced operating efficiencies, and altered the manage- 
ment of intra-system agency costs [Barry and Barnard (1985); Lee and Irwin (1996); 
Collender (1996); Barry et al. (1993)]. Bank structure has been a significant variable 
in explaining differences in changing market shares [Wilson and Barkley (1988)] and 
relative lending capacities [Barry and Pepper (1985)] of commercial banks across states 
in the U.S., as evidenced by studies of bank mergers and acquisitions [Neff and Ellinger 
(1996)]. Affiliation with mulfi-bank holding companies was found to significantly re- 
duce the ratio of agricultural loans to total loans for the rural subsidiaries of large bank- 
holding companies [Belongia and Gilbert (1988)]. The subsidiaries of large bank- hold- 
ing companies have greater opportunities to diversify risk by lending to businesses in a 
variety of industries, thus reducing the supply of agricultural credit through commercial 
banks. An offsetting factor, when statewide branching is permitted, was observed by 
Laderman, Schmidt, and Zimmerman (1991), who found that rural banks hold higher 
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non-agricultural loan portfolio shares and urban banks hold higher agricultural loan 
portfolio shares. These more recent studies of the local market effects of structural 
change in banking are consistent with the mixture of effects found by earlier studies 
[Board of Governors of the Federal Reserve System (1977); Barry (1995)]. 

Long-term farm real estate lending by depository institutions can be especially prob- 
lematic to their risk positions. Reliance on relatively short term sources of funds 
to finance longer-term loans increases institutional vulnerability to interest rate risks 
and hampers the availability of fixed-rate long-term loans to agricultural borrowers 
[Barry and Ellinger (1997)]. The longer-term funding sources available to government- 
sponsored agricultural lenders, through sales of bonds in financial markets, allow re- 
ductions in their vulnerability to interest rate risk, to offset in part the relatively high 
concentrations of credit risk in these lenders' agricultural loan portfolios. Important pol- 
icy issues remain concerning the access to longer-term sources of funds by depository 
institutions and other localized agricultural lenders. 

10.8. Public credit policies 

Agricultural credit markets are especially vulnerable to the benefits and costs of public 
intervention. Public credit programs are intended to either correct a market imperfec- 
tion, fill a gap in the workings of credit markets, or achieve a public purpose through 
the re-allocation of resources or redistribution of income in the economy [Barry (1995); 
Bosworth et al. (1987)]. In the U.S., for example, the cooperative Farm Credit System 
was created beginning in 1916, primarily to fill a gap in farm real estate lending; the 
Federal Agricultural Mortgage Corporation was created in 1987 to improve the work- 
ings of farm real estate lending through the provision of a secondary market for these 
loans; and the Farm Services Agency (formerly the Farmers Home Administration) was 
created in the 1940s to provide direct loans to young farmers and other potentially vi- 
able farmers who could not qualify for commercial credit. Finally, commodity credit 
programs were developed as a part of the U.S. government's farm price support and 
income stabilization policies, and subsidized export credit (loan guarantee) programs 
[Yang and Wilson (1996)] are intended to enhance the competitive position of U.S. 
farm products in international markets. 

Credit programs that aim to correct market imperfections need not require much, if 
any, subsidization; they are considered the more successful government programs in 
credit markets [Bosworth et al. (1987)]. In contrast, efforts to achieve public purposes 
do involve subsidization, with significant questions raised about the form, magnitude, 
length, measurability, and recipients of the subsidies. The Federal Credit Reform Act of 
1980 in the U.S., for example, fundamentally changed the budgetary treatment of direct 
loans and loan guarantees. The Act has required explicit measurement of the costs and 
subsidy elements of federal credit programs. To illustrate, the estimated 1995 subsidy 
rates for the federal government's Farm Services Agency loans were 13.03 percent for 
direct loans and 2.49 percent for guaranteed loans [Barry (1995)]. Earlier estimates of 
subsidy rates were in the range of 7.1 percent to 10.0 percent for Farm Service Agency 
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loans and 0.0 percent to 0.5 percent for Farm Credit System loans [Hughes and Osborne 
(1987)]. 

In agricultural development lending, the adverse effects of government interven- 
tion have been extensively analyzed [Adams (1971); Adams and Graham (1981); But- 
tari (1995); Adams and Fichett (1992); Adams and Von Pischke (1992); Von Pischke 
(1991)]. Among the effects of government intervention are limited assistance to farmers, 
high default rates, high public costs, non-viable commercial lenders, regressive income 
effects, weak mobilization of savings, and disincentives to commercial lenders who 
must comply with subsidy requirements. Interest rate subsidies are especially problem- 
atic, creating excess demand for loans and unintended structural consequences [Meyer 
(1990)]. Even then, however, removals of interventions and regulations can yield high 
adjustment costs and further unintended structural consequences [Anderson (1990)]. 

Credit subsidies also create adverse incentives for borrowers who view loans as a gift 
or grant, and for lenders who become lax in screening loan applicants and monitoring 
loan performance. Little respect is gained for the obligation to repay and for the integrity 
of public credit programs [LaDue (1990)]. High delinquency and default rates typically 
characterize concessionary credit programs in both developed and developing countries 
[Karmajou and Baker (1980)]. These programs are especially vulnerable to the political 
hazards of public credit programs, as discussed below. 

Key conclusions about government intervention, summarized by Buttari (1995), are 
that agricultural and rural borrowers need reasonable access to financial services from 
viable lenders, rather than subsidized credit, and that public policy should be directed to 
this end. Financial sustainability for both borrowers and lenders is the plausible policy 
goal. Such a goal will contribute to overall economic growth, to the benefit of both 
borrowers and lenders. Nonetheless, subsidized credit programs remain widespread and 
play important roles in international lending programs. 

Major questions also concern the appropriateness of credit programs relative to other 
mechanisms for providing the subsidy [Barry (1995)]. Credit programs have weak- 
nesses in transmitting subsidies because the loan funds may be used for unintended 
purposes, the borrowers may have had access to credit from other sources, the subsidy 
benefits may accrue to private lenders rather than to borrowers, and favorable terms of 
credit may be capitalized into the value of the assets being financed [Lee and Gabriel 
(1980); Stare (1995); Shalit and Schmitz (1982, 1984)]. Moreover, using credit markets 
to transmit subsidies undermines the integrity of inherently fragile financial markets. 
A financial market's primary function is to facilitate financial intermediation by ad- 
justing the liquidity and risk positions of savers and investors. Extensive government 
regulation contributes to market effectiveness by fostering confidence, trust, and disci- 
pline among market participants. Adding a subsidy, however, is counterproductive to 
market effectiveness. Thus, the larger the subsidy needed to achieve the public purpose, 
the less the assistance should be channeled through public credit programs. 

Among the forms of public credit, the emphasis in the U.S. has clearly shifted away 
from direct public loans toward publicly guaranteed loans by commercial lenders. As 
shown above, loan guarantees provide lower subsidies than direct loans, especially since 
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direct loans are seldom priced to cover the government's full cost of funding, admin- 
istering, and risk-bearing. Pricing for risk through fees and premiums is more explicit 
with a loan guarantee. Loan guarantees also displace fewer financial market resources, 
offer greater liquidity for loan sales by institutions, and provide greater use of private 
lender's knowledge and experience for loan origination, servicing, and management. 
Coupled with guarantees, time limitations on borrowers' use of guarantee programs also 
help to reduce moral hazard behavior and encourage timely graduation of borrowers to 
commercial sources of credit [Barry (1995)]. 

Credit programs are also vulnerable to political incentives. From a policymaker's per- 
spective, credit programs are a popular, politically expedient policy instrument (Barry 
(1994, 1995); Hughes et al. (1986)]. They are relatively easy and cost effective to ad- 
minister, as long as program demands are not growing too fast. While the administrative 
and risk-beating costs often are difficult to measure and obscure to taxpayers, the pro- 
grams are highly visible to a politician's constituents. They can be targeted to specific 
groups, quickly developed for responding to ad hoc crises, and do not directly influence 
commodity and input markets, although the secondary effects on asset values, incomes, 
and risk can be significant. Moreover, credit programs give the impression of financial 
soundness because loan repayment with interest is intended, although seldom is loan 
performance totally consistent with this intention. 

10.9. Financial  stress in agriculture 

Periodic episodes of widespread financial stress in agriculture provide insightful case 
studies about the implications and effectiveness of public credit interventions intended 
to mitigate the effects of adversity. Evidence from the Depression era of the 1930s, for 
example, clearly indicates the costly, longer-run effects of debt moratoria and related 
policies [Rucker (1990); Rucker and Alston (1987); Alston (1984)]. Faced with fore- 
closure moratoria, commercial lenders tend to curtail future credit availability because 
they fear that a recurrence of future moratoria could exacerbate repayment problems. 

The 1980s in the U.S., Canada, Australia, and other countries was another time of se- 
vere financial adversity for many farmers and their lenders [Harl (1990); Peoples et al. 
(1992)]. High debt loads (accumulated during the favorable times of the 1970s), volatile 
interest rates, and sharp declines in farm income and land values fueled farmers' finan- 
cial problems. Farm bankruptcies and farm sales under stress increased substantially 
and the financial conditions of agricultural lenders deteriorated significantly [Barry and 
Lee (1983)]. 

As the crisis times widened and deepened, policy responses in the U.S. also became 
extensive [Pederson et al. (1987)]. Special bankruptcy laws for farmers were enacted 
[Dixon et al. (1995); Harl (1992)]. Public credit programs at federal and state levels 
emphasized debt restructuring, principal and interest buy-downs, and concessionary 
interest rates. Foreclosure moratoria on government loans were temporarily in effect. 
Lender bail-outs occurred, and major restructuring of the Farm Credit System was ini- 
tiated [Lee and Irwin (1996)]. 
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Public support was essential to the financial recovery of many agricultural borrowers 
and their lenders. The effects are demonstrated vividly by the loan loss experiences of 
the primary U.S. farm lenders. Between 1980 and 1997, the farm loan losses of com- 
mercial banks and the Farm Credit System totaled $4.57 billion and $3.82 billion, re- 
spectively, with most of these losses occurring from 1984 to 1988 [Economic Research 
Service (1998)]. In contrast, the last-resort lending program of the U.S. government 
experienced loan losses of $20.18 billion, spread widely over the 14-year time period. 
Without the government support, the losses of farmers, input suppliers, and commercial 
lenders would have been much greater. 

The problems of the 1980s also brought positive, longer-run improvements in lending 
programs, and further demonstrated the capacity of financial markets to absorb major 
increases in credit risk by spreading the adverse effects over numerous market partic- 
ipants. Included among the improvements in lending programs were the adoption of 
more conservative lending practices, greater emphasis on risk management, better fi- 
nancial accounting by agricultural firms, risk-based loan pricing systems, and more for- 
mal methods of credit evaluation. The U.S. Farm Credit System was subject to stronger 
government regulations, institutional restructuring, creation of an insurance program for 
bond holders, and establishment of several new risk- monitoring and loss-sharing ar- 
rangements [Collender and Erickson (1996)]. Public credit programs also shifted away 
from direct lending to guarantees of loans made by participating commercial lenders, 
and established more stringent conditions for borrower eligibility. For the most part, 
these improvements responded directly to the information and incentive problems lead- 
ing to the high costs of adverse selection and moral hazards in credit relationships be- 
tween agricultural borrowers and their lenders. 

11. Concluding comments 

The theory and methods of analysis employed in studies of agricultural finance draw 
substantially on modern finance concepts, but with significant tailoring to the unique 
financial characteristics of the agricultural sectors of the world. Farms typically are 
capital-intensive, geographically dispersed, limited in scale and scope, and character- 
ized by lengthy production periods. They are subject to significant business risks and 
to cyclical swings in economic conditions. Some are very large in size with complex 
organizations and financing arrangements. Many others are extremely small and barely 
subsist. Close relationships to family households predominate, and outside equity capi- 
tal seldom is employed. 

In light of these characteristics, financial management studies at both firm and ag- 
gregate levels have given substantial attention to issues associated with firm growth, in- 
vestment analysis, financial structure, risk and liquidity management, performance mea- 
surement, and the role of "relationships" between borrowers and lenders. Other market- 
related studies have responded to the emergence of specialized agricultural lenders and 
lending programs targeted to the unique informational and monitoring requirements for 
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financing farm businesses. Designing financing programs commensurate with the risky 
cash flow patterns of farm businesses, especially patterns attributed to farm real estate 
and other depreciable assets, has been especially challenging. 

Evaluations of public credit programs are prominent as well. Government ownership, 
sponsorship, or back-up support (i.e., guaranteed or insured loans) has enabled many 
lenders to cope with the risks of specialized lending. Many government loan programs 
also provide targeted assistance to young, small, or disadvantaged farmers to help them 
gain financial viability. Studies have consistently shown, however, that attempts to con- 
vey significant subsidies through financial markets are largely ineffective. 

Does financing matter in farmers' investment, financial, and business planning? The 
evidence clearly supports a positive answer to this question. Farmers' use of debt cap- 
ital is widespread. Moreover, lenders will adjust the cost, availability, and other terms 
of the debt capital in response to a host of risk characteristics, business practices, and 
performance results of agricultural producers. These adjustments may often reflect the 
effects of differing incentives between the lender and borrower, as well as the prob- 
lems of adverse selection and moral hazard attributable to asymmetric information. The 
localized, personal nature of lender-borrower relationships in agricultural finance sug- 
gests, however, that farm borrowers learn about lenders' preferences rather quickly and 
can choose whether to adjust their business practices accordingly. 

Does external credit rationing occur in agricultural finance? Under normal economic 
conditions, there is little evidence of widespread, chronic credit rationing in devel- 
oped countries. Cases where credit is rationed generally involve borrowers with weak 
creditworthiness. The availability of both specialized and non-specialized agricultural 
lenders, together with financial reforms that let interest rates respond freely to market 
conditions, help to ensure the ready availability of loan funds to creditworthy borrow- 
ers. In times of financial stress, credit may become more constraining as borrowers' 
creditworthiness weakens, but such risk responses by lenders can logically be expected. 
Credit rationing by commercial lenders may be greater in developing countries in which 
both lenders and borrowers have questionable viability. The small size and subsistence 
nature of many farms in these settings hamper their development of creditworthiness. 

Rather than external rationing, internal rationing of credit is more likely the case. 
Under internal rationing, farmers' credit decisions reflect their own risk attitudes, time 
preferences, and other aspects of behavior. Even then, however, lenders still determine 
and influence the total borrowing capacity of farm businesses, regardless of whether 
this capacity is used fully, partially, or not at all in actual borrowings. Thus, lenders 
may ration total borrowing capacity and credit reserves, but not necessarily the portion 
that is borrowed. 
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Abstract 

Agricultural research and extension programs have been built in most of the world's 
economies. A substantial number of economic impact studies evaluating the contri- 
butions of research and extension programs to increased farm productivity and farm 
incomes and to consumer welfare have been undertaken in recent years. This chapter 
reviews these studies using estimated rates of return on investment to index economic 
impacts. In almost all categories of studies, median (social) estimated rates of return are 
high, (often exceeding 40 percent) but the range of estimates was also high. The chap- 
ter concludes that most of the estimates were consistent with actual economic growth 
experiences. 

JEL classification: Q16 
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1. Introduction 

Agricultural research is conducted both by private sector firms supplying inputs to farm 
producers and by public sector experiment stations, universities, and other research 
organizations. In the United States, agricultural research has been treated as a public 
sector responsibility for much of the nation's history. The U.S. Patent Office, one of 
the oldest government agencies in the U.S., recognizing that intellectual property right 
(patent) incentives were not available to stimulate the development of improved plants 
and animals in the nineteenth century, initiated programs to search for and import seeds 
and breeding animals from abroad.1 After the establishment of the United States De- 
partment of Agriculture (USDA) and the Land Grant Colleges in 1862, the Hatch Act 
in 1878 provided for financial support for the State Agricultural Experiment Station 
system (SAES). Agricultural research in the public sector today is conducted in both 
USDA and SAES organizations and to a limited extent in general universities. Agricul- 
tural extension is also conducted by private sector firms and by public sector extension 
programs. Formal extension program development occurred somewhat later in the U.S. 
than was the case for research. 2 

The development of agricultural research and extension programs in the U.S. oc- 
curred at roughly the same time that similar programs were being developed in Europe. 
By the beginning of the twentieth century, most of today's developed countries had 
agricultural research systems in place. By the middle of the twentieth century many of 
today's developing countries had agricultural research and extension systems as well. 3 
The perceived success of both research and extension programs in the first half of the 
twentieth century led to the judgment that these programs should be central components 
in the large-scale economic development programs ushered in after World War II. 

Today, a complex system of international agricultural research centers (IARCs), na- 
tional agricultural research programs (NARs), and sub-national or regional programs 
has been built covering most of the globe. Similarly, extension programs have been 
developed in most countries. These programs are under various forms of review and 
evaluation, as is appropriate given their perceived importance as public sector invest- 
ments. Some of these evaluations are administrative or financial, others are informal 
"peer" reviews and ratings. Some reviews are economic impact evaluations, and these 
are the concern of this paper. 

Economic impact evaluations differ from other evaluations in that they measure eco- 
nomic benefits produced by a program and associate these benefits with the economic 

1 Huffman and Evenson (1993) discuss the development of the U.S. research and extension system and the 
early role of the patent office. 
2 The Capper-Volstead Act of 1914 provided for formal extension services, but as with research programs, 
official government sanction and support for these programs came only after state and private experiments 
with precursor programs were deemed to be successful. 
3 See Boyce and Evenson (1975), Judd, Boyce, and Evenson (1986), and Pardey and Roseboom (1989) for 
international reviews of investment in research and extension. 
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costs of the program. This means computing a benefit/cost ratio and/or other associated 
economic calculation, such as the present value of benefits net of costs, or internal rates 

of return to investment. 4 Many evaluations, such as the "monitoring and evaluation" ac- 
tivities associated with World Bank research and extension projects, provide indicators 

of benefits (such as the number of beneficiaries) or of project outputs (farmers visited, 
experiments completed, etc.), but do not calculate actual value measures of benefits and 

costs. These evaluations are important and useful, but are not economic impact evalua- 

tions as defined here. 
Economic impact evaluations are intended to measure whether a project or program 

actually had (or is expected to have) an economic impact and to associate impacts with 

project or program costs. They do not measure whether the project or program was 
designed optimally or managed and executed optimally. Many extension and research 

projects and programs have had significant economic impacts even though they were not 
as productive as they might have been. 5 Project/program design and execution issues 

are informed by economic impact studies, but also require other types of evaluation. 
Economic evaluations, however, address basic investment and resource allocation issues 

that other evaluations do not address. 
Economic impact evaluations can be classified into e x  a n t e  evaluations (undertaken 

before the project or program is initiated) and e x  p o s t  evaluations (undertaken after the 
project is initiated, sometimes after it is completed). In practice, e x  a n t e  project evalu- 

ations are used by international aid agencies and to some degree by national agencies 
to guide investments at the project level. These evaluations are seldom reported in pub- 
lished form. They are also seldom compared with subsequent e x  p o s t  evaluations. 6 

The organization of this chapter is as follows: in Section 2 a brief review of insti- 

tutional and analytic models of extension and research impacts is presented. Some of 
these models have implications for the empirical specifications surveyed in later sec- 
tions. Section 3 reviews e x p o s t  studies of extension impacts. A number of these studies 

were based on farm-level observations, and methodological issues associated with these 

4 Many of these evaluations also undertake growth accounting. In addition to the literature reviewed here, 
a "gray" literature exists. Alston et al. (1998b) report a meta-analysis of rates of return that includes more 
of the gray literature than reviewed here. Unfortunately, a comparison of studies covered cannot be made as 
the authors treat their references as "data" and state that data from the International Food Policy Research 
Institute (IFPRI) studies will not be released until after publication of the report. This chapter has benefited 
greatly from an earlier review by Reuben Echeverrfa (1990). 
5 Economic impact studies are often downgraded as measures of investment effectiveness because they do 
not directly address project/program efficiency. The recent World Bank Operations Evaluation Department 
(OED) Review of Agricultural Extension and Research [Purcell and Anderson (1997)] reflects this perspec- 
tive. It is critical of returns to research studies because they do not address project effectiveness. Given the 
World Bank's use of ex ante project evaluation methods (stressing economic impact indicators) the OED 
perspective on economic impact studies is puzzling. 
6 Ex  ante economic calculations can be found in project reports of the World Bank and the regional develop- 
ment banks (the Asian Development Bank and the Inter-American Development Bank). As noted, however, 
few ex ante-ex  pos t  studies have been undertaken. 
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studies are addressed. Section 4 reviews ex pos t  studies of applied agricultural research 
impacts. Section 5 reviews studies of  R&D spillovers (to the agricultural sector from 
private sector research and development R&D) and "germplasmic" spillovers from pre- 
invention science. Section 6 reviews ex ante studies. The concluding section addresses 
the "credibil i ty" of  the estimates and consistency of estimated rates of  return with actual 
growth experience. 7 

2. Institutional, analytic, and methodology issues (for ex post  studies) 

Extension programs seek two general objectives. The first is to provide technical edu- 
cation services to farmers through demonstrations, lectures, contact farmers, and other 
media. The second is to function in an interactive fashion with the suppliers of  new 
technology, by providing demand feedback to technology suppliers and technical infor- 
mation to farmers to enable them to better evaluate potentially useful new technology 
and ult imately to adopt (and adapt) new technology in their production systems. 

Appl ied agricultural research programs in both the public and private sectors seek 
to invent new technology for specific client or market  groups. The market  for agricul- 
tural inventions is highly differentiated because the actual economic value of  inventions 
is sensitive to soil, climate, price, infrastructure, and institutional settings. Models  of  

invention typically specify a distribution of  potential inventions whose parameters are 
determined by the stock of  past inventions and invention methods or techniques (i.e., 
the technology of  technology production). This feature of  invention calls for specifying 
two types of  spillovers: (1) invention-to-invention spillovers (which are often spatial), 
and (2) science (or pre-invention science)-to-invention spillovers. 

The studies reviewed here are empirical  and most entail direct statistical estimation 
of  coefficients for variables that measure the economic impacts of  extension, applied re- 
search, or pre-invention science "services". All  require some form of production frame- 
work. In this section alternative production frameworks are first briefly reviewed. Then 
a simple characterization of  technological  infi'astructure is presented and related to ex- 
tension and research programs. A more formal model  of research and extension interac- 
tions is then presented. Finally, methodological  issues associated with the specification 
of research and extension variables are discussed. 

7 There appears to be considerable skepticism regarding estimated rates of return [Ruttan (1998)]. They 
are widely perceived to be overestimated. This is true even though the economic impacts for other projects 
such as rural credit programs, rural development programs, and rural infrastructure programs (roads, etc.) are 
typicaUy less thoroughly documented or are apparently relatively low. A recent paper [Alston et al. (1998a)] 
reporting low rates of return proclaims that appropriate time lag estimation techniques result in low returns to 
research and extension. Serious flaws in this paper are noted later in this review (footnote 20), but the fact that 
it has attracted attention attests to skepticism. This issue of skepticism is revisited in the growth accounting 
section of the paper where it is shown that most high rates of return to research and extension are consistent 
with growth experience. 
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2.1. Production frameworks 

The starting point of economic impact studies is a productivity-technology specification. 
Consider the general specification of a "meta-transformation function": 

G ( Y , X , F , C , E , T ,  1, S )=O,  (1) 

where 

Y is a vector of outputs, 

X is a vector of variable factors, 

F is a vector of fixed factors, 

C is a vector of climate factors, 

E is a vector of edaphic or soil quality factors, 

T is a vector of technology (inventions), 

I is a vector of market infrastructure, 

S is a vector of farmer skills. 

There are several empirical options to identify economic impacts of a change in T 
(extension and research services) based on this expression. All entail meaningfully 
defining measures or proxies for T (as well as measuring Y, X, F, C, E, I ,  and S 
accurately). 

The empirical options are: 
(a) To convert (1) to an aggregate "meta-production function" (MPF) by aggregating 

commodities into a single output measure: 

YA = F ( X , F , C , E , T , I , S )  (2) 

and estimating (2) with farm-level or aggregated cross-section and/or time series 
data. 

(b) To derive the output supply-factor demand system from the maximized profits 
function (or minimized cost function) via the Shephard-Hotelling lemma and 
estimate the profit function and/or its derivative output supply and factor demand 
functions. (This is the cost (CF) or profits (PF) production structure.) 

Jr* = ~(Py, Px, C, E, T, I, S), 

O~*/OPy = Y* = Y(Py, Px, C, E, T, I, S), 

Orc*/OPx = X* = X(Py,  Px, C, E, T, I, S). (3) 
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(c) To derive "residual" total factor productivity (TFP) indexes from (1) and utilize 
a TFP decomposition specification (the PD production structure): 

Y/X = TFP = T(C, E, T, I, S). (4) 

(d) To derive partial factor productivity (PFP) indexes from (1) and utilize a PFP 
decomposition specification (the PD(Y) production structure): 

PFP(Y/ Ha, Y/ L etc.) = P(C, E, T, I, S). (5) 

Each of these options has been pursued in the studies reviewed in this paper. Methods 
for estimation or measuring the relationship between T, the technology variables, and 
the economic variables, have included direct statistical estimation of (2), (3), (4), or (5), 
and non-statistical use of experimental and other evidence. The options themselves have 
different implications and interpretations as well as having functional form implications 
for estimation. 

The aggregate production function structure is often estimated with farm data. It re- 
quires that variable inputs, X, be treated as exogenous to the decision maker. It is typi- 
cally argued in these studies that observed X vectors are profit-maximizing vectors and 
that these are functions of exogenous prices and fixed factors (as in (3)). This is a strong 
assumption in many settings. (From (2) one can compute the partial effect of T on Y, 
i.e., OY/OT, holding X constant, but one cannot compute the total effect of T on Y 
(OX/OT cannot be computed).) 

One of the problems with any statistical method is that one must have meaningful 
variation in the T variables to identify their effects. This often means resorting to data 
with broad geographic or time series dimensions. Such data are sometimes poorly suited 
to estimating production parameters. The TFP decomposition specification often has 
an advantage in these situations because production parameters are implicit in the TFP 
computations based on prices. With reasonable price data, TFP indexes can be computed 
over time and in some situations over cross-sections. 8 This may allow better estimates 
of T effects on productivity, O(Y/X)/OT. 

The richest specification is the duality-based specification, (3). It has the advantage 
that independent variables are exogenous and it allows estimates of T impacts on all 
endogenous variables in the system. 9 

The partial productivity framework suffers from the obvious fact that these measures 
are affected by other factors not included in the denominator. Nonetheless, given widely 
available yield and area data, some useful studies can be undertaken in this framework. 

8 Approximations to a Divisia index (Tomqvist/Theil) are generally regarded to be the appropriate TFP 
calculation method. Some growth accounting adjustments to inputs can affect the estimates of T parameters 
in (4). For example, adjustments for capital stock quality may effectively remove some of the contributions of 
research from the TFP measure. Many studies adjust for labor quality using schooling data. This, of course, 
eliminates the possibility for estimating schooling effects in (4), but it may improve prospects for estimating 
T effects because schooling S can be dropped from (4). 
9 This specification is also the most demanding of data. 



580 R.E. Evenson 

2.2. Technological infrastructure and institutions 

Agricultural extension and research programs contribute to economic growth in an in- 
teractive way. The contribution of each depends on the developmental stage of the econ- 
omy. Both are subject to diminishing returns. To aid in clarifying these points, consider 
Figure 1. Here, five different stages or levels of  technology infrastructure are considered. 
For each, a set of  yield levels is depicted for a typical crop. These yield levels should be 
considered to be standardized for fertilizer, water, labor, and other factor levels. 

Four yield levels are depicted. The first is the actual yield (A) realized on the average 
farmer's fields. The second is the "best practice" yield (BP) which can be realized using 
the best available technology. It is possible that some farmers obtain best practice yields 
but the average farmer does not. The third yield level is the "research potential" (RP) 
yield, i.e., it is the hypothetical best practice yield that would be expected to be attained 
as a result of  a successful applied research program directed toward this crop. The fourth 
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is the "science potential" (SP) yield. This is also a hypothetical yield. It is the research 
potential yield attainable if new scientific discoveries (e.g., in biotechnology) are made 
and utilized in an applied research program. 

Associated with these yields we can define three "gaps". The "extension gap" is the 
difference between best practice (BP) and average (A) yields. Extension programs are 
designed to close this gap. The "research gap" is the difference between research poten- 
tial (RP) yields and best practice (BP) yields. Applied research programs, if successful, 
will close this gap (and will thus open up the extension gap). Similarly, a "science gap" 
exists between science potential (SP) and research potential (RP) yields. 

Consider technology infrastructure stage I. This is a stage where little extension, re- 
search or science is being undertaken. Farmer schooling levels are low, markets are poor 
and infrastructure lacking. 1° The extension gap is large in this stage and thus there is 
considerable scope for a high payoff to extension, even if there are few effective research 
programs that are raising best practice yields. After extension programs have achieved 
a transition to stage II, the extension gap will have been reduced to some fraction of its 
original size (EXTGAP 1). The gains from reducing the original gap (EXTGAP 2) may 
be quite large and they are "permanent" in the sense that they are long-term gains that 
could not have been produced by other programs (at least not in a short time period). 

Once an economy achieves stage II, it has exploited EXTGAP 2. There is fur- 
ther scope for extension contributions but they are not what they were in stage I 
(EXTGAP 1). In fact, the economy now becomes dependent on the closing of the re- 
search gap to open up the extension gap. As the economy is transformed from stage II to 
stage III a direct link between research and extension is forged. Extension programs now 
become responsible for extending relatively newly developed technology to farmers. 

When pre-invention science becomes more effective, the research potential yield (RP) 
is raised and with active research and extension programs the economy may move 
into stage IV. Further progress, i.e., to stage V and beyond, depends on effective pre- 
invention science, research and extension programming. 

Consider the situation in Africa and Asia. It appears that much of Africa has not 
made the transition yet to stage II and there is limited evidence that it has achieved a 
transition to stage III where research systems are producing significant flows of new 
technology suited to farmers in most regions. This is in contrast to the situation in both 
South and Southeast Asia where by the mid-1960s many economies were already in 
stage II and where "green revolution" technology in rice, wheat, corn, and other crops 
has enabled them to make the transition to stage III. Today, in some Asian countries, 
there are prospects for moving to stage IV. 

It is possible that spill-ins from abroad can raise best practice yields before economies 
have made the transition to stage II. Most research gains, however, have been realized in 
economies that have already achieved stage II market, infrastructure, and skill levels. In 
some cases this has been induced by the development (often in international centers) of 

10 Many countries in sub-Saharan Africa fit this description. 
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genetic resources and methods that increase the RP yield levels. In Africa these RP yield 
levels for some countries may be quite low because of limited genetic resources and 
difficult disease and insect problems, so that the research gap is actually quite small. If  
this is the case, "stimulus from above" in the form of improvements in science (closing 
of the science gap) may be required to achieve better research performance. 

2.3. Formal models 

The economics literature includes models of technology diffusion, of invention, and 
of growth. In practice, these literatures are not well integrated. Technology diffusion 
(adoption) models typically consider technology to have already been produced and ad- 
dress the mechanisms of diffusion - usually employing a logistic or sigmoid functional 
form. Models of invention do integrate research and extension activities and are proba- 
bly most useful for providing structure for the activities discussed in an informal way in 
Figure 1. The "new endogenous growth" literature has some insights to offer as regards 
R&D and invention but does not effectively integrate the invention model perspective 
into formal growth models.11 

As noted earlier, extension programs are designed to (a) provide general technical 
adult education services and (b) to facilitate the evaluation and adoption of recently 
developed technology. The technology diffusion literature specifies a logistic form for 
the adoption of technology: 

Ti* = 1/(1 - exp(a + bt + cEXT)). (6) 

This functional form is relevant to adoption studies (the second function of extension) 
but not necessarily to studies where the first function of extension is important. 12 

Invention models can be combined with diffusion specifications, but typically are 
not. Consider an invention discovery model based on a simple random search model. 
For a given distribution of potential inventions the probability of making an invention 
for the n th draw from any distribution is 1In. A new invention must have a higher 
quality index (e.g., the yield of a plant variety) than previously discovered inventions. 
The expected cumulative number of inventions from n experiments (or draws) in a given 
distribution is: 

--~1 
- ~ G + l n ( n ) .  E(I)n = i 

~=1 
(7) 

11 The models of Romer (1986, 1990) provide a serious treatment of invention but do not effectively address 
spillovers. 
12 This is usually estimated by taking logarithms [Feder et al. (1985)]. 
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This expression for research discoveries was first derived by Evenson and Kislev (1975) 
for an exponential distribution of potential inventions. Kortum (1994) generalized this 
expression for any search distribution.l 3 

Expression (7) relates inventions (I) to research (n). Empirical work relating research 
to productivity requires the further step of relating inventions to productivity. Kortum 
(1994) derives the standard relationship between research and productivity used in in- 
dustrial studies 

ln(TFP) = )~ ln(RESS), (8) 

where RESS is the cumulated research stock (net of depreciation). 14 
Since empirical studies are undertaken using data where extension services are not 

constant and where the underlying parameters of applied invention search are also not 
constant, the empirical specification should be extended to include extension variables 
and pre-invention research variables. 

Extension has two effects on productivity. Most importantly, it speeds up the rate of 
adoption of inventions by farmers. This role is subject to diminishing returns in a man- 
ner similar to invention, calling for a ln(EXT) term. However, extension can influence 
inventions as well. It can facilitate inventions by conveying farmer evaluation signals 
to inventors more rapidly. It can also help inventors to identify unpromising search av- 
enues, and this changes the parameters of the underlying invention search distribution. 
This argues for a ln(EXT) x ln(RESS) term. 

ln(TFP) = a + b ln(RESS) + c ln(EXT) + d ln(RESS) ln(EXT). (9) 

Pre-invention science is designed to change the parameters of the underlying search 
distribution as well. These discoveries may shift the mean of the underlying search 
distribution leading to an added term for pre-invention science. 

ln(TFP) = a + b l n ( R E S S )  + c l n ( E X T )  + d ln(RESS)ln(EXT) + e ln(PRINV). 
(10) 

Pre-invention science may also shift the variance of the underlying distribution as 
well, calling for an added interaction term in TFP decomposition specifications. 

ln(TFP) = a + b ln(RESS) + c ln(EXT) + d ln(RESS) ln(EXT) 

+ e ln(PRINV) + f ln(PRINV) ln(RESS). (11) 

13 This semMogarithmic approximation is accurate when n is large. 
14 Evenson and Kislev (1975) utilized an exponential distribution of potential inventions. They showed that 
the logarithmic approximation held for this distribution as well. 
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Few of the studies reviewed below were motivated by the model described here. It 
does, however, have some functional form implications, and while they were generally 
not imposed or even recognized in reported studies, the interpretative insights of  the 
model will be useful in discussing the findings of  the studies. 15 

2.4. Specifying research and extension variables in empirical studies 

Most of the studies reviewed in subsequent sections utilized a statistical specification 
of  one of the production frameworks discussed above. This requires the development of  
research and extension variables that are appropriate to the unit of  observation. These 
variables are conceptually similar to capital stock variables that measure capital service 
flows to the unit of observation. The observation may be a farm or an aggregate of  
farms. Production or productivity may be measured in level form or in rate-of-change 
form. The observation is typically for a given location and period. 

Research and extension service flow variables then need to consider time weight, 
spatial weight, and deflator issues. 

2.4.1. Time weights 

Research and extension programs have economic impacts that typically last for more 
than one period. Accordingly, the services provided by these programs to a given loca- 
tion in a given period may be based on research and extension activities undertaken in 
prior periods. 

Figures 2a and 2b depict alternative extension and research "time shapes". Consider 
the extension weights (Figure 2a). Two cases for the effects of  extension activity in time 
to on technology adoption patterns are depicted. In case 1, applicable to advanced tech- 
nology infrastructure levels (see Figure 1), good substitutes for extension activities exist. 
Accordingly, productive technology will eventually be fully adopted in the absence of  
the extension program. The technology will be adopted earlier, given the presence of  an 
extension program. 

In case 2, applicable to low levels of technological infrastructure (e.g., stage 1, Fig- 
ure 1), good substitutes for extension programs do not exist. In this case, productive 
technology may not be fully adopted in the absence of  extension programs. Extension 
then has both a speeding-up effect and a level effect. 16 

The "time-shape" weights associated with these two extension cases will depend on 
the production framework used. If  the dependent variable is the level of production or 
of  partial productivity, the time weights are as depicted in panels 1.1 and 2,1. For case 1, 

15 Note that this model is not a simple "linear model of science" where PRINV recharges the invention 
pool and inventions determine the productivity of extension. Extension and research have "upstream" effects. 
However, the idea of exhaustion of invention pools, or of attempting to invent when the pool has not really 
been created, is relevant to research policy making. 
16 The level effect can be seen as exploiting EXTGAP 2. 
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extension activity conducted prior to period t - ta  is not relevant to the observation. For 
case 2', all prior extension may be relevant. 

When the dependent variable is a rate of  change as in a first difference or a change in 
a TFP index, the time weights are as depicted in panels 1.2 and 2.1. Note that in panel 
1.2 there are negative weights for extension in some prior periods. This illustrates the 
fact that when extension has merely a speeding-up effect it does not actually have a net 
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effect on the growth in production or productivity. For case 2 it does have an effect on 
the level of  production and on growth. 

Many of the studies reviewed here utilized a total factor productivity (TFP) decom- 
posit ion framework where production data were first used to compute a TFP index. 
Then in a second stage this TFP measure is regressed on research and extension vari- 
ables. Often the TFP measure is set at some level (1 or 100) in the base period (tb) 
and then annual changes are "cumulated" in future periods. For this case the time shape 
weights are as depicted in panels 1.2 and 2.2 for the period t b + :  - tb and cumulated 
for subsequent periods. This produces a time shape similar to the shape depicted in 
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panels 1.1 and 1.2 except that there is a cut-off in past activities associated with the 
date tb.17 

Research service time shape weights are also depicted for two cases (Figure 2b). 
In case 1 research activity in to has future impacts that are depicted in three seg- 
ments: 18 

segment a from to to ta in which no impact is realized 

segment b for ta to tb in which a rising impact is realized 

segment c from to to ~ in which the effect is constant 

In case 1, research service impacts (in the form of inventions adopted) do not "de- 
preciate". They may become obsolete (i.e., replaced by improved inventions), but the 
improved inventions "build on" the inventions they displace. Thus the original inven- 
tions "live on" as part of  the inventions that displace them. 

In research case 2 real depreciation of  inventions takes place as depicted in the seg- 
ment d. This may be due to such factors as pest and pathogen responses to host plant 
resistance breeding improvements,  or to incomplete "building on". After some point 
(segment e) research activity at to will be "buried" in future productivity levels.19 This 
is reflected in the time weight panels 1.1 and 2.2. As with extension, when the produc- 

tion structure is in rate of  change form, the time shapes are quite different (panels 1.2 
and 2.2). When cumulated TFP measures are used there is a cut-off on early research 

that is buried (segment c in case 1 or e in case 2) before tb, the beginning date of  the 
TFP series. It is not appropriate to include this research (or extension) in the estimation. 

Strategies for estimating time weights include: 
(a) "free form" estimates obtained by including a number of  lagged research and/or 

extension variables; 

(b) "segment length" estimates obtained by constructing alternative lengths of  the 
segments depicted in Figures 2a and 2b and undertaking an iterative search 
over segment lengths to minimize mean square error (a form of  non-linear least 
squares estimation [Evenson (1968)]); 

(c) "distributed lag" estimates obtained by imposing a functional form on the time 
shape - such as a Nerlovian exponentially declining structure as a quadratic or 
other form. 

17 That is, activities that affected only the base period and prior periods are inappropriate in the specifications 
because they only affect the constant tenn. 
18 Note that these segments are not arbitrary. Research programs do not produce immediate impacts. Their 
contributions rise to a peak after several periods. Utilizing a distributed lag specification that does not recog- 
nize this logic can give very misleading estimates of the lag structure. 
I9 The contribution is buried in the sense that its contribution is no longer affecting current inventions or 
improvements even though the original invention may have been quite important. 
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Free form lag estimates are generally not very satisfactory because with high mul- 
ticollinearity between lagged research variables, coefficients tend to oscillate between 
positive and negative values and only make sense when smoothed. 

Distributed lag estimates can impose very strong structure on time shapes, especially 
when improper or redundant (buried) lagged research is included in rate of change spec- 
ifications. 20 

The segment length method, while crude, does allow flexibility in segment lengths 
while imposing reasonable shape weights for segments. (It is plausible that some form 
of non-parametric estimates would be an improvement.) 21 

2.4.2. Locat ion spill-ins - spatial  weights  

Research and extension services have locational spill-overs. A geographic unit of obser- 
vation is likely to receive services (spill-in) from activities located outside its geographic 
boundaries. These must be considered in developing research and extension variables. 

Extension variables are perhaps easiest to deal with. Most extension services have a 
multi-level structure. Field staff are typically assigned to a region and to a set of client 
farms. Supervisory staff and subject matter specialists are typically assigned to cover 
more than one field staff unit. Field staff services from one region typically do not flow 
or "spill in" to other regions. However, subject matter specialist services probably do. 
This problem for extension is generally dealt with in the context of defining "extension 
services supplied" variables (see Section 3). 22 

For research variables the problem of spatial weights is more serious, especially as 
many research studies utilize repeated cross-section observations. These observations 

20 If buried research activities are included in a free form estimation specification they are essentially redun- 
dant variables. If they are included in a distributed lag specification with a polynomial or other form they can 
have a significant effect on time weight estimates. A recent paper by Alston et al. (1998a) claims that when 
"appropriate" estimation techniques are used, rates of return to research and extension are actually quite low. 
Their specification amalgamates research and extension time weights and includes buried activities in activi- 
ties that do not contribute to TFP growth after 1950. Their free form estimates of lag weights show high rates 
of return. Imposing a polynomial specification with the buried activities down-weights more recent lags. This 
results in a substantial downward bias in rate of return estimates. 
21 The segment length method entails systematically searching for the segment length combination that min- 
imizes means square error. 

22 Fixed effects estimations where spatial dummy variables are incorporated into the specification can have 
important effects on spill-in. For example, in two recent World Bank studies of Training and Visit (T&V) 
extension in Kenya, fixed effects in the form of district dummy variables altered the results. In the original 
study Evenson and Bindlish (1993) argued that using district dummy variables would essentially eliminate 
most of the relevant cross-section variations for the farms in the seven-district study. District dummies do 
not allow for "between district" variation. If there are substantial within-diswict spillovers from the subject- 
matter specialist and supervisory structure of the T&V system, within-district variation in staffing levels will 
capture little of the real differences in extension service. In later work Gautam and Anderson (1998) show 
that including district dummy variables does eliminate much of the correlation between extension services 
and farm productivity. 
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must be appropriately matched with the locations where applied research is conducted. 
Most large national research systems are organized by political region (e.g., the state 
system in the U.S.) and thus each research center can often be associated with a region. 
However, units of observation in one region (state) may benefit from research done in 
another region even when they are not the clients of the other region. They may benefit 
in two ways: 

(1) Farmers may directly adopt inventions made in and for the other region, and 
(2) Researchers in the region may experience enhanced research productivity be- 

cause of inventions made in the other region. (See (11) and (12) where b could 
be changed by inventions made in the other regions.) 

Spatial spill-in has been handled in three ways in the studies reviewed. Many stud- 
ies have either ignored the issue or implicitly argued that spill-ins are roughly offset 
by spill-outs. A number of studies have utilized geo-climate region data to specify 
spillovers. A small number have defined spill-over barrier measures and used these to 
specify spillovers. 

The geo-climate region methodology is similar to the segment length estimation for 
time weights. Evenson (1969), Welch and Evenson (1989), and Huffman and Evenson 
(1993) utilized geo-climate region and sub-region data to define the research stocks for 
a unit of observation i as: 

Ri = Z Sij R j ,  (15) 
J 

where the spatial weights (Sij) measured the relative importance of the neighboring 
research locations to region i. Searches over  Sij weights have also been combined with 
searches over time segment weights. 23 

The use of spillover barrier indexes in a few studies suggests that these are a con- 
venient means for estimating spatial weights over a number of locations. The spillover 
barrier between two locations i and j is defined as: 

SPBij ~-~ 1 - Cij /Cii ,  (16) 

w h e r e  Cii is the minimum cost of producing the good in location i using the best (cost- 
minimizing) technology available to location i, and Cij is the minimum cost of produc- 
ing the good in region i when producers are constrained to use location j ' s  minimum 
cost technology. 

Crop yield trial data, where a common set of cultivars are planted in different loca- 
tions, enable one to actually measure  SPBij  by comparing yields in location i of the 

23 This procedure is used in [Huffman and Evenson (1993)]. 
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highest yielding cultivar in location i with the yield in location i of  location j ' s  highest 
yielding cultivar. 24 The actual spill-in variable can then be estimated as: 

Rj = Z (SPBij)~ Rj, (17) 
J 

where e~ can be estimated by non-linear techniques. 25 

2.4.3. Deflators 

Deflators are needed for extension service variables for two purposes: 
(1) To put financial data (expenditures) into constant currency units, and 
(2) To account for farm contact heterogeneity. 
The typical extension deflator is the number of farms or of  areas served (see Sec- 

tion 3). 
Deflators for research variables are also required to put financial data into constant 

currency units and to correct for diversity not captured by spillover measures (see Sec- 
tion 4). 

3. Studies of agricultural extension impacts 

Studies of  agricultural extension impacts can be grouped into three categories: 
A. Studies based on farm-level (cross-section) observations where extension services 

vary by observation but where it is presumed that research services do not vary by 
observation (Tables 1 and 2). 

B. Studies based on aggregated farm production data (e.g., a district, country or state) 
usually in a cross-section framework, where both extension and applied research ser- 
vices are specified to vary by observation (and where research variables are included 
along with extension variables) (Table 3). 

C. Studies based on aggregated farm data (usually repeated cross-section) where for 
reasons of  data availability a variable measuring the combined services of  research and 
extension is constructed (Table 4). 

In this part, studies of the first two categories are reviewed. Discussion of  the studies 
using a combined research-extension variable is deferred to Section 4 where research 
variables are discussed in more depth. 

Cross-section studies based on farm-level observations where research services can 
be considered to be constant over observations and where extension services vary should 

24 Evenson (1992) developed SPB indexes using international yield trial data for rice and applied them to 
spillover estimates in India. Da Cruz and Evenson (1997) used similar procedures for Brazil. 
25 An alternative way to scale the SPB weights is  S P B i j  . This can also he estimated with non-linear 
techniques. 
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Table 3 
Extension economic impact studies: Statistical methods: Aggregate farms as unit of observation 

593 

Production 
Study Country Period of data structure Extension variable IRR 

Evenson and Jha (1973) India 1953-57 CS PD Maturity rating district 14 
Mohan and Evenson India 1955-71 CS PD Presence of IADP 15 
(1975) 
Huffman (1974) USA 1959-74 CS MPF Extension staff/farm 16 
Huffman (1976) USA 1964 CS MPF Staff days/farm 110 
Evenson (1979) USA 1971 CSxTS PD Expenditures/region 100+ 
Huffman (1981) USA 1979 CS MPF Extension days/county 110 
Pray and Ahmed (1991) Bangladesh 1951-61 CSxTS MPF Expenditure/district nc 

1977-86 CSxTS MPF nc 
Norton & Paczkowski USA (Va) MPF 52 
(1993) 
Evenson (1992) Indonesia 
Librero and Perez Philippines 
(1987) 
Setboonsarng and Thailand 
Evenson (1991) 
da Cruz et al. (1982) Brazil 

Evenson (1987) 

Evenson & McKinsey 
(1991) 

Latin 
America 
Africa 

Asia 

1971-89 PD Expenditure/farm 92 
1956-83 CSxTS MPF Expenditure/province nc 

1953-71 CS-TS PD(Y) Expenditure/farm nc 

1970-75-80 PD Expenditure/farm nc 
CS-TS 
1960-82 CSxTS PD(Y) Ext.Ex/geo-climate 0 -80+ 

region 
1960-82 CSxTS PD(Y) Ext.Ex/geo-climate 34-80+ 

region 
1960-82 CSxTS PD(Y) Ext.Ex/geo-climate 80-t- 

region 

India 1956-83 CSxTS PD(Y) Expenditure/farm 
India 1956-83 CSxTS PD(Y) Wheat 82 
India 1956-83 CSxTS PD(Y) Rice 215 
India 1956-83 CSxTS PD(Y) Jowar 167 
India 1956-83 CSxTS PD(Y) Bajra 201 
India 1956-83 CSxTS PD(Y) Maize 56 
India 1956-83 CSxTS PD(Y) All 176 

Evenson (1994) USA 1950-72 CSxTS PD Expenditure/state Crops 101 
states 

USA 1950-72 CSxTS PD Expenditure/state Livestock 89 
states 

USA 1950-72 CSxTS PD Expenditure/state All 82 
states 

Evenson and Avila Brazil 1970 1970-85 PD Predicted extension Crops 33 
(1996) CSxTS contacts Livestock 23 

Aggregate 19 
Evenson and Quizon Philippines 1948-84 PD Expenditure/farm Positive 
( 1991) (low) 
Norton and Paczkowski USA (Va) 1993 MPF 37 
(1993) 
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Table 4 
Economic impact studies combining extension and public research 

R.E. Evenson 

Period of Production 
Study Country analysis Commodity structure IRR 

Elias (1971) Argentina 1943-63 Sugarcane MPF 33-49 
del Rey (1975) Argentina 1943-63 Sugarcane MPF 35-41 
Pray (1978) Punjab (India) 1906-56 Aggregate MPF 34-44 

Punjab (Pakistan) 1948-63 Aggregate MPF 23-37 
Avila (1981) Brazil 1959-78 Rice MPF 83-119 
White and Havlicek (1982) USA 1943-77 Aggregate MPF 7-36 
Lu et al. (1979) USA 1939-72 Aggregate MPF 25 
Zentner (1982) Canada 1946-79 Wheat 30-39 
Evenson (1979) USA 1948-71 Aggregate MPF 110 
Nagy (1983) Pakistan 1967-81 Maize MPF 19 

Pakistan 1967-81 Wheat MPF 58 
Feijoo (1984) Argentina 1950-80 Aggregate MPF 41 
da Silva (1984) Brazil (Sao Paulo) 1970-80 Aggregate MPF 60-102 
Ayers (1985) Brazil 1955-83 Soybeans MPF 23-53 
Nagy (1985) Pakistan 1959-79 Aggregate MPF 64 
Khan and Akbari (1986) Pakistan 1955-81 Aggregate MPF 36 
Norton et al. (1987) Peru 1981-87 Aggregate 17-38 
Scobie and Eveleens (1987) New Zealand 1926-84 Aggregate PD(Y) 30 
Harvey (1988) U.K. 1988 Aggregate 38-44 
Setboonsamg and Evenson Thailand 1991 Rice MPF 40 
(1991) 
Stems and Bemsten (1994) Cameroon 1979-91 Row pea PD(Y) 3 

Cameroon 1979-91 Sorghum PD(Y) 0 
Howard et al. (1993) Zambia 1978-91 Maize PD(Y) 84-87 
Kupfuma (1994) Zimbabwe 1932-40 Maize PD(Y) 43.5 
Mudhara et al. (1995) Zimbabwe 1970-95 Cotton PD(Y) 47 

offer a good "with/without" experimental design setting in which to measure economic 
impacts. In cases where panel data for the same farms over time can be utilized, a "be- 
fore/after" design element is added. A before/after comparison might be made when 
extension programs were first introduced. However, the only panel farm-level data stud- 
ies surveyed here of the before/after type attempted to measure the qualitative effect of 
a change in the design and management of extension from the traditional design to the 
Training and Visit (T&V) management implemented in World Bank funded extension 
projects in India [Feder et al. (1985)] in the early 1980s and in Kenya [Evenson and 
Bindlish (1993)] and Burkina Faso [Evenson et al. (1995)] in the late 1980s. 26 

26 In one sense, the best opportunity to achieve a before/after statistical design is at the time when extension 
programs are first introduced. The effect of a change in design as in the case of T&V management is difficult 
to measure. 
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Tables 1 and 2 report  summaries of the farm observation studies. All  studies reported 

estimated coefficients for an extension variable. The production structure used most fre- 
quently was the aggregate meta production function although several used productivity 
(yield) decomposition.  Most  studies reported statistical significance. Only a few stud- 
ies actually calculated an internal rate of  return (IRR), the measure of  impact used to 
compare studies in this review. 

The studies summarized in Table 1 utilized a farm-level or farm-specific extension 
variable. This was typically an index of  ex tens ion-s ta f f - fa rm contact either in visits 
to the farm by extension staff or in farmer visits to extension meetings or demonstra- 

tions. Birkhaeuser et al. (1991), among others, have noted that this variable is subject 
to endogeneity bias. This is because at least some of  the contacts are farmer-initiated. 
If  one observes that more efficient farms have more extension contact, one cannot con- 
clude that extension contact caused the efficiency difference. It may simply reflect the 

demand for information by the more efficient farmers. 
A second form of endogeneity bias in farm-specific extension variables may be due to 

extension staff selectivity (i.e., the staff contact the best farmers more frequently). The 

remedy for this problem is to use a statistical procedure to deal with it (instrumental 
variables or 2SLS, 3SLS in a structural model). Only four of  the studies covered in Ta- 
ble 1 util ized this remedy. These four studies did find statistically significant extension 

impacts, but taken as a group, Table 1 studies do not provide overwhelming evidence 
for large extension contributions. Many of  these studies were early (pioneering) studies, 

however, that contributed insights to later studies. 
The extension studies summarized in Table 2 addressed the endogeneity problem with 

the extension variable by creating variables measuring "extension services supplied". 
For some studies this variable took the form of  a dummy variable indicating whether a 
community had extension services supplied to it. For others it was a measure of  services 
supplied per farm or per unit of land area for a defined extension region. These variables 
were not farm-specific, but were assigned to each farm observation in the extension 

region. 
The extension services variables, as noted, were typically deflated by the number of  

farms. 27 In addition time weights in some studies were estimated using the segment 
length method. The India, Burkina Faso, and Kenya studies all concluded that there 

were significant level segments (see Figure 2, case 2) and that the extension programs 
were probably mining EXTGAP 2 (see Figure 1). These three studies were of  extension 

systems in countries with relatively low technology infrastructure levels. 

27 The "fixed effects" estimation issue is important here. Suppose there are district and sub-district extension 
programs. One can develop sub-district staff farm variables. District fixed effects will remove all between- 
district variation. Yet there may be important and real differences in the district programs because of spatial 
spillovers over sub-district programs. District fixed effects will remove them. [See Evenson and Bindlish 
(1993) and Gantam and Anderson (1998)]. 



596 R.E. Evenson 

Several of the studies in Table 2 (including the T&V extension studies) report  rela- 
tively high rates of  return to investment. These rates of return were based on the time 
weights, deflators, and estimated coefficients. 28 

Table 3 summarizes studies that were based on aggregated data. In some cases [Huff- 
man (1974); Huffman (1981); da Cruz et al. (1982)] the data were district, municipal  or 
state averages compiled from Census of  Agriculture data. In other cases production and 
input data from different sources reported for the district and state level were utilized. 
One study was international. Al l  of these studies included both research and extension 
variables and in some cases schooling variables as well  (research variable estimates 
from these studies are summarized in Section 4). 

Several of  the studies summarized in Table 3 were for a single cross-section, but most 
were for pooled cross-section-time-series data (or repeated cross-sections). The option 
of  a farm-specific extension variable was not available to these studies and most used 
a staff or expenditure per farm or area ratio. Several imposed time weights. Several 
estimated time weights using the segment technique noted above. 

Most of  the studies summarized in Table 3 reported rate of  return calculations. These, 
of course, are marginal rates of  return since they are based on coefficients estimated for 
the extension variable (sometimes interacted with other variables). The rate of return 
was typically calculated by simulating a one dollar increase in extension expenditure 
in time t, then calculating the change in the extension variable in subsequent periods 
from this investment utilizing the time weights. The estimated coefficient for the ex- 
tension variable then enables one to construct the "benefits stream" associated with the 
investment (multiplying by the units affected), and the IRR is calculated from this. 

When these estimated rates of  return are considered along with the Table 1 and 2 
estimates, the general picture suggests a broad range of  economic impacts ranging from 
negligible impact  s to very high impacts. Table 4 summarizes studies where the technol- 
ogy variable was based on combined extension and research data. These estimated rates 
of return range from modest  to very high. They will be discussed further in the next 
section. 

4. Studies of applied agricultural research (public sector) 

The studies reviewed in this section can be categorized into two groups. The first group 
of  studies adopted a "project evaluation" approach and these report "average" IRRs 
(see Table 5). 29 The second group adopted a statistical estimation approach utilizing 
one of the production structures described above. This entailed the construction of a 

28 The time weights are important in calculating rates of return to investment. The benefits stream from a 
given investment depend on these weights. The procedure for computing the benefits stream is to simulate the 
productivity gains from an expenditure increase in time t for future periods. 
29 Other reviewers describe these studies as using an "economic surplus" methodology. This is not very 
satisfactory since all studies calculate benefits in terms of economic surplus. 
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Table 5 
Economic impact studies: Public sector. Agricultural research: Project evaluation methods 

Study Country Commodity Period IRR% 

Griliches (1958) USA Hybrid corn 1 9 4 0 - 1 9 5 5  35-40 
Griliches (1958) USA Hybrid sorghum 1940-1957 20 
Grossfield and Heath (1966) U.K. Potato harvester 1950-1967 High NPV 

computed 
Peterson (1967) USA Poultry 1915-1960 21-25 
Evenson (1969) South Africa Sugarcane 1945-1962 40 
Barletta (1970) Mexico Wheat 1943-1963 90 
Barletta (1970) Mexico Maize 1943-1963 35 
Ayer (1970) Brazil Cotton 1924-1967 77+ 
Schmitz and Seckler (1970) USA Tomato harvester 1958-1969 37-46 
Ayer and Schuh (1972) Brazil Cotton 1924-1967 77-110 
Hines (1972) Peru Maize 1954-1967 35-40 
Monteiro (1975) Brazil Cocoa 1923-1975 16-18 

Brazil Cocoa 1958-1974 60-79 
Brazil Cocoa 1958-1985 61-79 

Fonseca (1976) Brazil Coffee 1933-1995 23-25 
Hayami and Akino (1977) Japan Rice 1915-1950 25-27 
Hayami and Akino (1977) Japan Rice 1930-1961 73-75 
Hertford et al. (1977) Colombia Soybeans 1960-1971 79-96 

Colombia Wheat 1953-1973 11-12 
Colombia Cotton 1953-1972 None 

Pee (1977) Malaysia Rubber 1932-1973 24 
Peterson and Fitzharris (1977) USA Aggregate 1937-1942 50 

USA Aggregate 1947-1952 51 
USA Aggregate 1957-1962 49 
USA Aggregate 1957-1972 34 

Wennergren and Whitaker (1977) Bolivia Sheep 1966-1975 44 
Bolivia Wheat 1966-1975 -48 

Pray (1978) Punjab Research and 1906-1956 34-44 
(British India) extension 
Punjab Research and 1948 -1963  23-37 
(Pakistan) extension 

Scobie and Posada (1978) Bolivia Rice 1957-1964 79-96 
Kislev and Hoffman (1978) Israel Wheat 1954-1973 125-150 

Dry farming 94-113 
Field crops 13-16 

Pray (1980) Bangladesh Wheat and rice 1961-1977 30-35 
Moricochi (1980) Brazil Citrus 1933-1985 78-27 
Avila (1981) Brazil Rice 1957-1964 79-96 
Nagy (1983) Pakistan Wheat 1967-1981 58 

Pakistan Maize 1967-1981 19 
da Cruz et al. (1982) Brazil Aggregate 1974-1996 22-30 
da Cruz and Avila (1983) Brazil Aggregate 1977-1982 20 
Martinez and Sain (1983) Panama Maize 1979-1982 188 
Bengston (1984) USA Forestry 1975-2000 19-22 

(Particleboard) 
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Table 5 
Continued 

R.E. Evenson 

Study Country Commodity Period IRR% 

Feij6o (1984) Argentina Aggregate 1950-80 41 
Monares (1984) Rwanda Potato seed 1978-85 40 
Pinazza et al. (1984) Brazil, Sugarcane 1972-82 35 

Sao Paulo 
Roessing (1984) Brazil (CNPS) Soybeans 1975-82 45-62 
Norton and Paczkowski USA (Va) Aggregate 1949-79 58 
(1993) 
Bare and Loveless (1985) USA Forestry - 9-12 
Bengston (1984) USA Forestry - 35-40 
Brinkman and Prentice (1985) Canada - Aggregate 1950 66 

Ontario 
Spain Rice 1941-80 
Latin America Rice 1968-90 
Canada Malting barley 1951-88 
SE Asia Rice quality 1983-84 
USA Forestry 
USA Forestry, pine 

Hermzo (1985) 
Muchnik (1985) 
Ulrich et al. (1985) 
Unnevehr (1986) 
Brunner and Strauss (1986) 
Chang (1986) 

Haygreen et al. (1986) 
Newman (1986) 
Westgate (1986) 
Haque et al. (1987) 
Harvey (1988) 

Beck (1988) 

Emstberger (1989) 
Hust et al. (1988) 
Luz Barbosa et al. (1988) 
Zachariah et al. (1988) 
Power and Russell (1988) 

World Bank (1988) 

Zachariah et al. (1988) 
Fox et al. (1989) 
Schwartz et al. (1989) 
Bojanic and Echeverr/a (1990) 
Norton et al. (1992) 
Mazzueato (1992) 
Norton and Paczkowski 
(1993) 
Ewell (1992) 
Schwartz et al. (1993) 

15-18 
17-44 
31-75 
29-61 
73 
n c  

B/C = 16/1 
USA Forestry 1972-81 14-36 
USA Forestry 0.7 
USA Forestry 1969-2000 37-111 
Canada Eggs 1968-84 106-123 
U.K. Agricultural research Present -37.5 

and extension 
U.K. Horticultural 1979-2001 50 

crop protection 
Brazil Rice 66-78 
Canada Swine 1968-84 45 
Brazil Aggregate 1974-97 40 
Canada Broilers 1968-84 8-4 
U.K. Poultry feeding 1980 Benefit cost 

research rate of 10 
Burkina Faso Cotton 11-4 1 
Cote d'Ivoire 
and Togo 
Uruguay Rice 1965-85 52 
Canada Dairy 1968-84 97 
Senegal Cowpeas 1981-87 60-80 
Bolivia (CIAT) Soybeans 1974-89 63-80 
Tunisia Seed potato 1976-85 81 
Kenya Maize 1978 58 
USA (Va) Aggregate 1949-89 58 

East Africa Aggregate 1978-91 91 
Senegal Cowpea 1980-85 31-92 
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Table 5 
Continued 

599 

Study Country Commodity Period IRR% 

Mazzueato and Ly (1994) Niger Cowpea, millot 1975-91 0 
and sorghum 

Laker-Ojok (1994) Uganda Sunflower, cowpea, 1985-91 0 
Soybean 

Boughton and Henry de Frahan Mali Maize 1969-91 135 
(1994) 
Sanders (1994) Ghana Maize 1968-92 74 

Cameroon Sorghum 1980-92 2 
Smale and Heisey (1994) Malawi Maize 1957-92 4-64 
Ahmed et al. (1995) Sudan Sorghum 1979-92 53-97 
Seck et al. (1995) Senegal Cotton 1985-93 34-37 
Ou6draego et al. (1995) Bm'kina Faso  Aggregate 1988-94 7 
Seidi (1996) Guinea Bissau Rice 1986-94 26 

research services variable(s) and the direct estimation of  a coefficient(s) for this variable. 
Economic impacts in the form of (marginal) IRRs were computed and reported in the 
studies of this group (see Table 6). 

4.1. The project  evaluation (economic surplus) studies 

The term project evaluation is used here to refer to the use of  methods relying on evi- 
dence from different sources to measure economic impact. 

All methods should, in principle, address locational and timing dimensions. For 
project evaluation studies these dimensions are generally inherent in the project setup. 
One of  the first and most important studies of  this type was the hybrid corn study by 
Griliches (1958). Griliches did not treat the development of  a single variety of hy- 
brid corn or even the set of  varieties released in Iowa as the project being evaluated. 
He recognized that the project encompassed the pre-invention science (PS) entailed 
in inventing a method of  inventing (i.e., the hybridization methodology) and covered 
applied agricultural research (plant breeding) in both public and private R&D pro- 
grams. 

Griliches also recognized spillover barriers. The pattern of adoption of  hybrid corn 
varieties varied by state because of  high degrees of  locational specificity of  hybrid corn 
varieties. Alabama did not adopt hybrid corn varieties until applied hybrid corn breed- 
ing programs were developed in Alabama, targeting varieties to the soil and climate 
conditions in Alabama. 

The Griliches study set forth the basics of the measurement of  benefits. Hybrid corn 
varieties, when adopted, reduce marginal and average costs, and shift the supply curve to 
the right (which in competition is the summation of  the marginal costs of  farmers above 
the minimum point on the average variable cost curves). Economic benefits are the 
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Table 6 
Economic impact studies: Public sector agricultural research: Statistical methods 

Prod. 
Study Country Commodity Period structure IRR 

Tang (1963) Japan Aggregate 1880-58 MPF 35 
Griliches (1964) USA Aggregate 1949-59 MPF 25-40 
Latimer (1964) USA Aggregate 1949-59 MPF n.s. 
Peterson (1967) USA Poultry 1915-60 MPF 21-25 
Evenson (1968) USA Aggregate 1949-59 MPF, T 47 
Barletta (1970) Mexico All crops 1943-63 PD 45-93 
Elias (1971) Argentina Sugarcane 1943-63 33-49 
Duncan (1972) Australia Pastures 1948-69 MPF 58-68 
Evenson and Jha (1973) India Aggregate 1953-71 PD 40 
Cline (1975) USA Aggregate 1939-48 MPF 41-50 
del Rey (1975) Argentina Sugarcane 1943-64 MPF 35-41 
Bredahl and Peterson (1976) USA Aggregate 1937-42 MPF 56 

USA Aggregate 1947-57 MPF 51 
USA Aggregate 1957-62 MPF 49 
USA Aggregate 1967-72 MPF 34 

Kalflon et al. (1977) India Aggregate 1960-73 MPF 63 
India Aggregate 1956-73 MPF 14-64 

Lu et al. (1979) USA Aggregate 1938-72 MPF 24-31 
Evenson and Flores (1978) Asia (all) Rice 1950-65 PP(Y) 32-39 

Asia (NARs) Rice 1966-75 PP(Y) 73-78 
Asia (IRRI) Rice 1966-75 PP(Y) 74-102 

Flores et al. (1978) Philippines Rice 1966-75 PP(Y) 75 
Tropical Asia Rice 1966-75 PP(Y) 46-71 

Nagy and Furtan (1978) Canada Rapeseed 1960-75 MPF 90-110 
Kislev and Hoffman (1978) Israel Wheat 1954-73 MPF 125-150 

Israel Dry farming 1954-73 MPF 94-113 
Israel Field Crop 1954-73 MPF 13-16 

Evenson (1979) USA Aggregate 1868-1926 PD,T,G 65 
USA Aggregate 1927-50 PP, T,G 95 
USA - South Aggregate 1948-71 PD,T,G 130 
USA - North Aggregate 1948-71 PD,T,G 93 
USA - West Aggregate 1948-71 PD,T,G 95 

Knutson and Tweeten (1979) USA Aggregate 1949-72 MPF (Alt) 28-47 
Lu et al. (1979) USA Aggregate 1939-72 MPF 23-30 
White et al. (1978) USA Aggregate 1929-77 MPF 28-37 
Davis (1979) USA Aggregate 1949-59 MPF 66-100 
Davis and Peterson (1981) USA Aggregate 1949 MPF 100 

USA Aggregate 1954 MPF 79 
USA Aggregate 1959 MPF 66 
USA Aggregate 1964, 1969, 1974 MPF 37 

Hasting (1981) Australia Aggregate 1946~8 MPF nc (ss) 
Norton (1981) USA Cash grains 1969-74 MPF 31-44 

USA Poultry 1969-74 MPF 30-56 
USA Dairy 1969-74 MPF 27-33 
USA Livestock 1969-74 MPF 56-66 



Ch. I1: Economic Impacts of Agricultural Research and Extension 601 

Table 6 
Continued 

Prod. 
Study Country Commodity Period strncmre IRR 

Otto and Havlicek (1981) USA Corn 1967-79 MPF 152-212 
USA Wheat 1967-79 MPF 79-148 
USA Soybeans 1967-79 MPF 188 

Sundquist et al. (1981) USA Corn 1977 PP(Y) 115 
USA Wheat 1977 PD(Y) 97 
USA Soybeans 1977 PD(Y) 118 

Welch and Evenson (1989) USA Aggregate 1969 MPF 55 
Abidogun (1982) Nigeria Cocoa 1980 42 
Evenson (1982) Brazil Aggregate 1966-74 (est) MPF 69 
White and Havlicek (1982) USA Aggregate 1943-77 MPF 7-36 
Smith et al. (1983) USA Dairy 1978 MPF 25 

USA Poultry 1978 MPF 61 
USA Beef, swine, 1978 MPF 22 

sheep 
Feijoo (1984) Argentina Aggregate 1950-80 MPF 41 
Makau (1984) Kenya Wheat 1922-80 PD(Y) 33 
Salmon (1984) Indonesia Rice 1965-77 PD(Y) 133 
da Silva (1984) Brazil (Sao Panlo) Aggregate 1970-80 MPF 60-102 
Doyle and Ridout (1985) U.K. Aggregate 1966-80 MPF 30 
Nagy (1985) Pakistan Aggregate 1959-79 MPF 64 
Ulrich et al. (1985) Canada Malting barley PD(Y) 51 
Boyle (1986) Ireland Aggregate 1963-83 MPF 26 
Braha and Tweeten (1986) USA Aggregate 1959-82 MPF 47 
Fox (1986) USA Livestock 1944-83 MPF 150 

USA Crops 1944-83 MPF 180 
Khan and Akbari (1986)  Pakistan Aggregate 1955-81 MPF 36 
Wise (1986) U.K. Aggregate 1986 MPF 8-15 
Evenson (1987) India Aggregate 1959-75 PD,T,G 100 
Librero and Perez (1987) Philippines Maize 1956-83 MPF 27-48 
Librero and Perez (1987) Philippines Sugarcane 1956-83 MPF 51-71 
Scobie and Eveleens (1987) New Zealand Aggregate 1976-84 MPF 30 
Seldon (1987) USA Forestry 1950-80 MPF 163+ 

(products) 
Seldon and Newman (1987) USA Forestry 1950-86 MPF 236+ 

(products) 
Sumelius (1987) Finland Aggregate 1950-84 MPF 25-76 
Tung and Strain Canada Aggregate 1961-80 MPF high 
[see Echeverrfa (1990)] 
Librero et al. (1988) Philippines 
Russel and Thirtle U.K. 
[see Echeverda (1990)] 
Thirtle and Bottomley (1988) U.K. 
Evenson (1989) USA 
Evenson (1989) USA 
Evenson (1989) USA 

Mango 1956-83 PD(Y) 85-107 
Rapeseed 1976-85 PD(Y) BC = 327 

Aggregate 1950-81 MPF 70 
Aggregate 1950-82 MPF, T,G 43 
Crops 1950-82 MPF, T,G 45 
Livestock 1950-82 MPF, T,G 11 
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Table 6 
Continued 

Prod. 
Study Country Commodity Period structure IRR 

Ribeiro (1982) India 
Evenson and McKinsey (1991) India 
Librero and Emlano ( 1 9 9 0 )  Philippines 
Pray and Ahmed (1991) Pakistan 
Byerlee (1991) Pakistan 
Karanjan (1990) Kenya 
Karanjan (1990) Kenya 
Nagy (1991) Pakistan 

Pakistan 
Azam et al. (1991) Pakistan 

Azam et al. (1991) 
Evenson mad McKinsey (1991) 

Dey and Evenson (1991 ) 

Iqbal (1991) 

Setboonsarng and Evenson (1991) 
Evenson and Quizon (1991) 

Evenson (1992) 
Kumar and Mruthyunjaya (l 992) 

Pearl millet 1987 57 
Rice 1954-84 MPF, T,G 65 
Poultry 1 9 4 8 -8 1  MPF 154 
Aggregate 1948-81 MPF 100 
Wheat 1965-88 PD 15-20 
Maize 1955-88 PD 40-60 
Wheat 1955-88 PD 68 
Maize 1967-81 PD 19 
Wheat 1967-81 PD 58 
Applied 1956-85  PD,T 58 
research 

Pakistan Commodity 1956-85 PD,T 88 
research 

Pakistan Wheat 1956-85 PD,T 76 
Pakistan Rice 1956-85 PD,T 84-89 
Pakistan Maize 1956-85 PD,T 46 
Pakistan Bajra 1956.85 PD,T 44 
Pakistan Jowar 1956.85 PD,T 52 
Pakistan Cotton 1956-85 PD,T 102 
Pakistan Sugarcane 1956-85 PD,T ns 
India Aggregate 1958-83 PD,T,G 65 
India Wheat 1958-83 PD(Y),T,G 50 
India Rice 1958-83 PD(Y),T,G 155 
India Maize 1958-83 PD(Y),T,G 94 
India Bajra 1958-83 PD(Y),T,G 107 
India All cereals 1958-83 PD(Y),T,G 218 
Bangladesh All crops 1973-89 PD 143 
Bangladesh Rice 1973-89 PD(Y),T 165 
Bangladesh Wheat 1973-89 PD(Y),T 85 
Bangladesh Jute 1973-89 PD(Y),T 48 
Bangladesh Potato 1973-89 PD(Y),T 129 
Bangladesh Sugarcane 1973-89 PD(Y),T 94 
Bangladesh Pulses 1973-89 PD(Y),T 25 
Bangladesh Oilseeds 1973-89 PD(Y),T 57 
Pakistan - Punjab Rice 1971-88 MPF 42-72 
Pakistan - Sind Rice 1971-88 MPF 50 
Pakistan-NWFD Rice 1971-88 MPF 36-11 
Pakistan- Punjab Cotton 1971-88 MPF 95-102 
Pakistan - Sind Cotton 1971-88 MPF 49-51 
Thailand Rice 1967-80 MPF 40 
Philippines Aggregate 1948-84 PF 70 
Philippines National 1948-84 PF 50 
Philippines Regional 1948-84 PF 100 
India Aggregate 1959-75 MPF, T,G 72 
India Cattle 1969-85 MPF 29 
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Table 6 
Continued 

Prod. 
Study Country Commodity Period structure IRR 

Evenson (1991) 

Evenson (1992) 

Fan and Pardey (1992) 
Rosegrant and Evenson (1993) 
Evenson and Gollin (1996) 

Huffman and Evenson (1993) 

Evenson etal.(1994) 

Evenson et N.(1994) 

USA Applied - crop 1950-85 PD 45 
USA Applied - livestock 1950--85 PD 11 

Indonesia All crops 1971-89 PD,T 212 
Indonesia Rice 1971-89 PD,T 285 
Indonesia Maize 1971-89 PD,T 145 
Indonesia Soybeans 1972-89 PD,T 184 
Indonesia Mung beans 1971-89 PD,T 158 
Indonesia Cassava 1971-89 PD,T ns 
Indonesia Groundnut 1971-89 PD,T 110 

China All crops 1965-89 MFP 20 
India Public research 1956-87 PD,T,G 67 
IRRI Rice 1965-90 PD,T,G 100+ 

gerrnplasm 

USA Applied - crop 1950-85 PD,T,G 47 
USA Applied - livestock 1950-85 PD,T,G 45 

Indonesia upland rice 1979-92 PD(Y),T,G 100+ 
Indonesia Irrigated rice 1979-82 PD(Y),T,G 100+ 
Indonesia Maize 1979-82 PD(Y),T,G 100+ 
Indonesia Soybeans 1979-82 PD(Y),T,G 10 
Indonesia Cassava 1979-82 PD(Y),T,G 0 
Indonesia Groundnut 1979-82 PD(Y),T,G 10 
Indonesia Sweet potato 1979-82 PD(Y),T,G 100+ 
Indonesia Mung bean 1979-82 PD(Y),T,G 40 

Indonesia Cabbage 1979-82 PP(Y),T,G 100+ 
Indonesia Potato 1979-82 PP(Y),T,G 100 
Indonesia Garlic 1979-82 PD(Y),T,G 100+ 
Indonesia Mustard 1979-82 PD(Y),T,G 100+ 
Indonesia Onion 1979-82 PD(Y),T,G 100+ 
Indonesia Shallot 1979-82 PD(Y),T,G 100+ 
Indonesia Rubber 1979-82 PD(Y),T,G 100+ 
Indonesia Oil palm 1979-82 PD(Y),T,G 100+ 
Indonesia Coffee 1979-82 PD(Y),T,G 20-100 
Indonesia Tea 1979-82 PD(Y),T,G 60-100 
Indonesia Sugar 1979-82 PD(Y),T,G 50-100 
Indonesia Orange 1979-82 PD(Y),T,G 80 
Indonesia Banana 1979-82 PD(Y),T,G 100+ 
Indonesia Papaya 1979-82 PD(Y),T,G 100+ 
Indonesia Mango 1979-82 PD(Y),T,G 0 
Indonesia Pineapple 1979-82 PD(Y),T,G 100+ 
Indonesia Durian 1979-82 PD(Y),T,G 0 
Indonesia Meat 1979-82 PD(Y),T,G 0 
Indonesia Milk 1979-82 PD(Y),T,G 100+ 
Indonesia Eggs 1979-82 PD(Y),T,G 0 
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Table 6 
Continued 

R.E. Evenson 

Prod. 
Study Country Commodity Period structure IRR 

Evenson and Avila (1996) Brazil State research 
Brazil Soybeans 1979-92 PD(Y),T,G 40 
Brazil Maize 1979-92 PD(Y),T,G 62 
Brazil Beans 1979-92 PD(Y),T,G 54 
Brazil Rice 1979-92 PD(Y),T,G 46 
Brazil Wheat 1979-92 PD(Y),T,G 42 
Brazil Federal research 
Brazil Soybean 1979-92 PD(Y),T,G 40 
Brazil Maize 1979-92 PD(Y),T,G 58 
Brazil Beans 1979-92 PD(Y),T,G 0 
Brazil Rice 1979-92 PD(Y),T,G 37 
Brazil Wheat 1979-92 PD(Y),T,G 40 

Alston et al. (1998a) USA Aggregate MPET 17-31 
Chavas and Cox (1992) USA Aggregate MPF 28 
Townsend and van Zyl (1997) South Africa Wine grapes MFP 40 
Gopinath and Roe (1996) USA Aggregate CF 37 
Thirtle et al. (1997) United Kingdom Wheat 20+ 
Townsend et al. (1997) South Africa Maize 28-39 
Traxler and Byerlee (1992) Mexico Crop mgmt 16-23 
Makki et al. (1996) USA Aggregate 1930-1990 27 
Makki and Tweeten (1993) USA Aggregate 1930-1990 93 
Oehmke (1996) USA Aggregate Pre-1930 neg 

USA Aggregate 1930-1990 11.6 
Morris et al. (1994) Nepal Wheat 1960-1990 84 
Traxler and Pingali (1996) India Wheat 
Yee (1992) USA Aggregate 1931-85 MPF 49-58 
Norton et al. (1992) USA Aggregate 1987 MPF 30 

USA Cash grains 1987 MPF 31 
USA Vegetables 1987 MPF 19 
USA Fruits 1987 MPF 33 
USA Other field crops 1987 MPF 34 
USA Dairy 1987 MPF 95 
USA Poultry 1987 MPF 46 
USA Other livestock 1987 MPF 55 

Khatri et al. (1995) South Africa Aggregate 44 
Makana and Oehmke (1996) Kenya Wheat PD(Y) 0-12 
Akgunkov et al. (1996) Kenya Wheat 1921-90 14-30 
Isinika (1995) Tanzania Aggregate 1972-92 33 

c h a n g e  in c o n s u m e r ' s  and  p r o d u c e r ' s  surp luses  and  are m e a s u r e d  b y  the  area  u n d e r  the  

d e m a n d  curve  b e t w e e n  the  o r ig ina l  supp ly  cu rve  and  the  sh i f t ed  supp ly  curve.  Gr i l i ches  

n o t e d  tha t  this  area  is wel l  a p p r o x i m a t e d  by  the  c h a n g e  in ave rage  va r i ab le  costs  t imes  

the  o r ig ina l  quan t i ty  p roduced .  (The  e las t ic i ty  o f  d e m a n d  is c rucia l  to the  d iv i s ion  of  
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economic surplus between consumers and producers, but only affects the size of the 
small triangle for measurement  of  economic surplus.) 3° 

Griliches (1958) used farm experimental  data in a with-without design to measure 
the average variable cost shift associated with hybrid varieties. 3] With information on 
adoption rates and the size of the shift, a benefit stream from 1900 to 1957 was created• 
A cost stream (including both public sector and private firm costs) was also estimated. 
Gril iches (1958) then performed the standard investment calculations to compute the 
present value of benefits and costs in 1957: 

1957 
PVB57---- Z bt( l 'O5) t  1900, (18) 

t=19oo 
1957 

PVC57 = ~ ct (1 .05)  t-1900. (19) 

t-19oo 

Griliches then computed the following ratio: 

PVB57 × .05 -t- b57 

PVC57 x .05 + c57 
(20) 

This procedure converted the cumulated present values to flows, and under the as- 
sumption that 1957 benefits (b57) and costs (c57) would continue indefinitely, this ratio 
was interpreted as a "dollars benefit per dollar cost" ratio. The ratio (approximately 7) 
was sometimes interpreted as a 700 percent rate of  return on investment. Griliches him- 
self later noted that it should be interpreted as a modified benefit-cost ratio, not as a rate 
of return [Griliches (1998)]. He also computed the internal rate of  return for the program 
(the rate of  discount at which PVB57 = PVC57) to be approximately 44 percent. 

The Griliches study established the basic project evaluation methods for subsequent 
studies where project outcomes were measurable (e.g., adoption of  hybrid corn vari- 
eties). These included: 

(a) carefully defining the project 's  locational and timing dimensions; 
(b) measuring project costs; 
(c) measuring project outputs (adoption of hybrid corn varieties); 

30 There is little evidence that supply curve shifts have a convergence pattern. There is some evidence [see 
Evenson and Huffman (1993)] for technology-induced increases in farm size. This would be consistent with 
divergent supply curve shifts. Huffman and Evenson (1993) note that different magnitudes of shifts for farms 
of different sizes (e.g., large farms realize shifts, while small farms do not) do not produce non-parallel supply 
curve shifts. 
31 This shift was estimated to be 28 percent. Many non-economists contend that new technology must have 
a significant cost advantage (e.g., doubling) before it is adopted. Most careful studies show that this is not the 
case. 
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(d) estimating the economic impact of project outputs (i.e., on farm production, 
costs, and supply); 

(e) converting economic impact estimates to project benefit estimates; 
(f) performing economic calculations for PVB/PVC, PVB-PVC, and the internal rate 

of return where PVB = PVC. 
Many of the studies summarized in Table 5 actually used statistical evidence. Some 

are based on time-series data only. Others used repeated cross-section data. The stud- 
ies in Table 5 are distinguished from those in Table 6 in that they did not generally 
explicitly address the question of defining a research services variable. Most of the 
commodity studies summarized in Table 5, while based on partial factor productivity 
measures (yield changes), did attempt to correct for the "partial" bias by utilizing other 
input, quantity, and price data. 

The 60-plus studies summarized in Table 5 covered a broad range of commodities in 
a broad range of countries. Almost all report high to very high internal rates of return. 
(Many studies reported a range of IRRs as noted in Table 5.) 

4.2. Studies based on research variable coefficient estimates 

In Table 6 a summary of roughly 120 studies utilizing research variable coefficient es- 
timates is made. Some of these are also included in Table 3, where extension IRRs are 
reported. All of these studies are based on aggregate data. A few are based on cross- 
section data only. A larger number are based on time-series data. Most are based on 
repeated cross-section data. As with Table 5, a broad range of countries and commodi- 
ties are studied, and as with Table 5, most IRRs are in the high to very high range. 

The studies summarized in Table 4, where research and extension expenditure data 
are amalgamated into a single variable, are comparable to some of the studies summa- 
rized in Table 6. As noted in the discussion of time shapes and of spatial weights and 
deflators, the amalgamated variables present very difficult weighting problems. For the 
most part, the studies summarized in Table 4 were based on crude time lags and deflators 
as were many of the studies summarized in Table 6. They are probably best interpreted 
as research studies rather than extension studies. 

Relatively few of the studies summarized in Table 6 actually estimated time weights 
(noted as T). Relatively few incorporated geographic spill-in specificators (noted by 
G). Most undertook some form of deflation (sometimes via dummy variables). 

Several of the studies summarized in Table 6 also included pre-invention science and 
industrial R&D spill-in variables (these are summarized in Section 5). 

Virtually all studies summarized in Tables 4 and 6 reported statistical significance 
for coefficient estimates of the research variable utilized. The rates of return calculated 
from these coefficients and the time weights cover a broad range. 

As will be noted in the summary, there is a difference between evaluations of aggre- 
gate research programs and commodity research programs, with most of the very high 
IRRs being reported for the commodity programs. It will also be noted that the studies 
of applied agricultural research using project evaluation methods report fewer very high 
IRRs than do the studies using statistical methods. 
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Approximately half of  the 200-plus IRRs reported in Table 6 utilized the meta pro- 
duction function structure. Approximately one-quarter used TFP decomposition and 
one-quarter used a yield decomposition structure. (Very few used the duality format in 
spite of its obvious richness.) 

Many studies report a range of  IRRs; only a few of  these are average IRRs because 
most use statistical procedures to estimate impacts. 

5. Studies of industrial R&D spill-in and pre-invention science spill-in 

Surveys of  research expenditure in recent years have identified considerable industrial 
R&D directed toward products sold to and used in the agricultural sector. Agricultural 
machinery and agricultural chemicals are obvious cases where industrial R&D is di- 
rected toward the improvement of agricultural inputs. Johnson and Evenson (1999) re- 
port estimates of  patented inventions manufactured in a number of  industries that are 
used in the agricultural sector. 

Early studies argued that if the product improvements resulting from this R&D were 
priced to reflect the full value of  the improvement, agricultural productivity would be 
unaffected by industrial R&D. Recent studies conclude, however, that when new in- 
dustrial products first come on the market they are priced to only partially capture the 
real value of  the improvement (most new models of  equipment are better buys than the 
equipment that they replace). This produces a spill-in impact. 

Table 7 summarizes several studies incorporating industrial R&D variables. As will 
be noted in the sunmaary, the social (private plus spillover) rate of return to this industrial 
R&D is roughly equal to the social rate of  return to public agricultural research. 

Another type of  spill-in that is recognized in few studies is the "recharge" spill-in 
from pre-invention science. Many of  the studies summarized in Tables 4, 5, and 6 

Table 7 
Economic impact studies: Private sector R&D spill-in 

Productive 
Study Country/region Period of study structure IRR 

Rosegrant and Evenson India 1956-87 PD 
(1993) 
Huffman and Evenson USA 1950-85 PD 
(1993) 
Ulrich et al. (1985) Canada PD 
Gopinath and Roe (1996) USA 1991 CF 

Evenson (1991) USA 1950-85 PD 

Evenson and Avila (1996) B r a z i l  1970-75-80-85 PD 

Dom 50+ 
For 50+ 
Crops 41 

Malting barley 35 
Food processing 7.2 
Farm machinery 1.6 
Total social 46.2 
Crop 45-71 
Livestock 81-89 
n c  
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Table 8 
Economic impact studies: Pre-invention science 

R.E. Evenson 

Production 
Study Country Period of study structure EMIRR 

Evenson (1979) USA 1927-50 PD 
1946-71 PD 

Huffman and Evenson (1993) USA 1950-85 PD 

Evenson et al. (1999) India 1954-87 PD 

Evenson and Flores (1978) Int. 1966-75 PD 
(IRRI) 

Evenson (1991) USA 1950-85 PD 

Azam et al. (1991) Pakistan 1966-68 PD,T 

110 
45 
Crop 57 
Livestock 83 
Aggregate 64 
Domestic 
Foreign 
74-100 

Crops 40-59 
Livestock 54-83 
39 

actually covered a wide range of research program activities including many pre- 
invention science activities. The studies summarized in Table 8 specifically identified 
pre-invention expenditures and activities. It may be noted that these studies report rela- 
tively high rates of return. 

6. E x  an te  studies 

Research and extension programs in either public or private sector organizations require 
both design and resource allocation decisions. The project evaluation framework has 
been applied to many research and extension investment decisions. The World Bank 
and other lending or granting agencies require what is in effect ex ante  impact evaluation 
studies as an integral part of  the lending process. Yet it is probably fair to say that ex 

ante  studies of  research and extension lack credibility in these agencies. 
Part of the problem with credibility is inherent in the high degree of uncertainty in 

extension and especially in research projects. As noted in an earlier section, research 
is subject to considerable uncertainty, including uncertainty as to the parameters of  the 
search pool in which inventions are sought. Some of this uncertainty is associated with 
the fact that many of the important international and national agencies have not under- 
taken the ex a n t e - e x  p o s t  evaluations required to establish credibility in ex ante (and in 
ex pos t )  studies. It is of  some interest to note that very few of the ex p o s t  studies re- 
viewed have been completed by staff of  the lending agencies or of national programs. 32 

32 The World Bank's OED study of agricultural research and extension [Purcell and Anderson (1997)] did 
call for higher standards of ex ante evaluation of extension projects (and of research projects as well) but 
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The ex an te  methodology as it has evolved since the early work of  Fishel (1971) is 

based on the simple investment calculation: 

oo 

PVBo = Z ( b / u ) t U t / ( 1  + ~ ) t ,  

t=o 

PVC0 = ~ C t / ( 1  + 7r) t.  

t = 0  

(21) 

For a given research problem area (RPA) and a given research technique (RT) the ex 

an te  analyst typical ly must specify the key design elements of  the project and its mag- 
nitude. Thus PVC0 is often specified initially (e.g., this could be a project seeking host 
plant drought tolerance through conventional breeding techniques, the project would 

specify the strategies, the pre-breeding activity, number of  years, etc.). 
Benefits can be separated into benefits per unit per  year ( b / u ) t  and units per year, Ut. 

At  least one of  these terms must be obtained by subjective probabil i ty estimation (SPE) 
by scientists with specialized knowledge (e.g., plant breeders with breeding experience 
and knowledge of genetic sources for drought tolerance). The "units" measure may also 
require estimation, but typically from different sources. One of  the principles of  ex an te  

analysis is that the best sources of  information be consulted for each component.  
Typically, the estimate ( b / u ) t  has both a t iming and a level effect. Since many 

projects are part of  a sequence, it is often the case that the "achievement" estimate is 
stated in terms of potential achievement and achievement to date. This clarifies what is 
meant by remaining achievement. Then years-to-achievement estimates can be obtained 
associated with the potential achievement. In order to allow the source to express uncer- 
tainty about the estimate, the analyst can ask for a range of  probabili t ies of  achievement 
or, as in a recent rice research study, years to 25 percent achievement and years to 75 
percent achievement [Evenson et al. (1996)]. 

Table 9 summarizes ex an te  studies reported in various publications. Some of  these 
studies are pure ex an te  studies. Others are combined ex a n t e - e x p o s t  studies. 

Interestingly, as noted in the next section, the rates of  return computed for ex an te  

studies have less variabili ty than those for ex p o s t  studies. They also have a lower mean 
and median. 

did not attempt the ex post-ex  ante comparisons required to give credibility to ex ante studies. It chose to 
stress informal ex post ratings of projects and was critical of existing ex post economic impact studies. The 
OED study was primarily concerned with the management and design issues associated with extension. It 
reached the conclusion that the Bank's T&V management focus was not the most effective management style 
for extension, although it is difficult to find the basis for this conclusion in the report. The ex post studies (see 
Tables 1 and 2) which concluded that T&V-managed extension programs did have an economic impact, but 
were less conclusive as to whether the T&V management style was more productive than alternatives, were 
criticized in the report. 
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Table 9 
Ex ante economic impact studies of agricultural research programs 

Period of 
Study Country/region study Commodity Ex ante IRR 

Monteiro (1975) Brazil 1923-1985 
Fonseca (1976) Brazil 1933-1995 
Easter and Norton (1977) USA 

USA 

Eddleman (1977) USA 

Moricochi (1980) Brazil 1933-1985 
(Sao Paulo) 

Araji (1981) USA 1978-2000 

da Cruz et al. (1982) Brazil 1974-1981 
Brazil 1974-1992 

Ribeiro (1982) Brazil 1974-1994 
(M. Gerais) 

da Cruz et al. (1982) Brazil 1974-1996 
(EMBRAPA) 

da Cruz and Avila (1983) Brazil 1977-1991 
(EMBRAPA) 

Ambrosi and da Cruz (1984) Brazil 1974-1990 
(EMBRAPA-CNPT) 

Avila et al. (1984) Brazil 1974-1996 
(South Central) 

Bengston (1984) USA 1975-2000 

Ulrich et al. (1985) Canada 
Muchnik (1985) Latin America 1968-1990 
Martinez and Norton (1986) USA 

Westgate (1986) USA 1969-2000 

Norton et al. (1987) Peru 1981-2000 
(1NIPA) 

Cocoa 19-20 
Coffee 23-27 
Maize 

1982-2000 Crop protection B/C 137:1 
1985-2000 Production efficiency B/C 118:1 

Soybeans 
1982-2000 Crop protection 45:1 
1985-2000 Production efficiency 40:1 
1978-1985 Aggregate 28 

Maize 32 
Soybeans 31 
Wheat 46 
Beef cattle and forage 16 
Swine 52 
Dairy 38 
Citrus 18-28 

Integrated pest 0-191 
management 
Physical capital 53 
Total investment 22-43 
Aggregate 69 
Cotton 48 
Soybeans 36 
Human capital 22-30 

Aggregate 38 

Wheat 59-74 

Aggregate 38 

Forestry (structural 19-22 
particleboard) 
Canola 51 
Rice 17M4 
Broilers 100÷ 
Eggs 
Forestry 37-111 
(timber, containerized 
seedlings) 
Aggregate 17-38 
Rice 17-44 
Maize 10-31 
Wheat 18-36 
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Table 9 
Continued 

Country/ Period of 
Study region study Commodity Ex ante IRR 

Potatoes 22-42 
Beans 14-24 

ValdJvia (1997) Indonesia Small ruminant 19-25 
research 

Norgaard (1988) Africa 1977-2003 Cassava B/C 149:1 
Henry de Frahan et al. (1989) Mali 1990-2010 Aggregate 1-25 
Karanja (1990) Kenya 1955-1988 Maize 40~50 
Schwartz and Oehmke (1990) Senegal 1981-2005 cowpea 63 
Ser6 and Jarvis (1998) Latin America 1987-2037 Pastures 15-20 
MacMillan et al. (1991) Zimbabwe 1991-1996 Maize B/C 1.35:1 
Hemy de Frahan et al. (1989) Mali Farming-systems 1 

research (FSR) 
Sterns et al. (1993) West Africa 1981-2017 Training 22-31 
Laker-Ojok (1994) Uganda 1985-2006 Maize 27-58 

Sunflower 10-66 
Soybean 0-20 

Morris et al. (1994) Nepal Wheat varieties 49 
Smale et al. (1998) Mexico Bread wheat 40 

disease resistance 
Sterns and Bernsten (1994) Cameroon 1979-1998 Cowpea 15 

Sorghum 1 
Mazzueato and Ly (1994) Niger 1975-2011 Millet, sorghum, and 2-10 

cowpea 
Bertelsen and O@draego (N.d.) Burkina Faso 1990-2003 Za'i 53 
Fisher et al. (1995) Senegal 1995-2004 Rice 66-83 
Tre (1995) Sierra Leone 1976-2010 Rice 18-21 
Anandajayasekeram and Zimbabwe 1980-1999 Sorghum 22 
Martella (1995) Namibia 1988-1999 Millet 11 
Byerlee and Traxler (1995) International 1970-1990 Wheat varieties 37M8 
Mudhara et al. (1995) Zimbabwe 1970-1995 Cotton 47 
Kuyvenhoven et al. (1996) Mali Rock phosphate 43-271 
Aghib and Lowenberg-DeBoer 10 countries 1985-2009 Sorghum 58 
(N.d.) 
Chisi et al. (1997) Zambia 1983-2005 Sorghum 12-19 
Valdivia (1997) Indonesia Small ruminant 19-25 

research 
Norgaard (1988) Africa 1977-2003 Cassava 149:1 
Schwartz and Oehmke (1990) Senegal 1981-2005 Cowpea 63 
MacMillan et al. (1991) Zimbabwe 1991-1996 Maize 1.35:1 
Hem-y de Frahan et al. (1989) Mali Farming-systems 1 

research 
Stems et al. (1993) West Africa 1981-2017 Training 22-31 
Laker-Ojok (1994) Uganda 1985-2006 Maize 27-58 

Sunflower 1 0 ~ 6  
Soybean 0-20 
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Table 9 
Continued 

Country/ Period of 
Study region study Commodity Ex ante I R R  

Sterns and Bernsten (1994) Cameroon 1979-1996 Cowpea 15 
Sorghum 1 

Mazzueato and Ly (1994) Niger 1975-2011 Millet, sorghum, and 2-10 
cowpea 

Bertelsen and Ou6draego (N.d.) Burkina Faso 1990-2003 Z ~  53 
Fisher et al. (1995) Senegal 1995-2004 Rice 66-83 
Tre (1995) Sierra Leone 1976-2010 Rice 18-21 
Anandajayasekeram and Zimbabwe 1980-1999 Sorghum 22 
Martella (1995) Namibia 1988-1999 Millet 11 
Kuyvenhoven et al. (1996) Mali Rock phosphate 43-27 
Aghib and Lowenberg-DeBoer 10 countries 1985-2009 Sorghum 58 
(N.d.) 
Chisi et al  (1997) Zambia 1983-2005 Sorghum 12-19 

7. Assessing the IRR evidence 

The IRR evidence summarized in Tables 1-7 covers many studies, commodities, and 
regions. The studies, however, cannot be regarded as a truly representative sample of 
economic impact studies of research and extension programs because of "selectivity" 
bias. This bias takes two forms. First, highly successful programs are more likely to 
be evaluated. Second, "unsuccessful" evaluations, i.e., evaluations showing no impact, 
are less likely to be published than evaluations showing impact. There are, however, 
two factors that suggest that this bias may not be so serious as to render comparative 
assessments of this evidence to be of little value or relevance. The first is that one can 
compare the studies covering aggregate programs with studies of specific (successful) 
commodity programs. The aggregate programs include both successful and unsuccess- 
ful programs. The second is that the evidence is based on a substantial part of the world's 
agricultural research and extension programs. 

With the appropriate caveats regarding selectivity, it will be useful to assess the IRR 
evidence by making comparisons between programs, regions, and periods. It will also 
be useful to assess the IRR evidence against the model discussed in Part II and against 
the arithmetic of growth. As noted earlier in this review, many reviewers of development 
experience suggest that most of the IRRs summarized here are overestimated. 33 

33 This perception is often accompanied by a perception that significant economic growth can be obtained 
with few resources. TFP methods often create the impression that some growth is a residual "manna from 
heaven". In practice most TFP decomposition studies show that growth is not available "for nothing". But they 
also show that when technology infrastructure levels are adequate, small investments in growth production 
can have very high returns. 
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Table l0 
Growth rate consistency comparisons. Annual growth rates in TFP required to support one percent 

of product investment 

613 

Time weights IRR (percent) 

l. Extension (1, 1, 1 0 -) 
2. Extension (1, 1, .1.5 -) 

3. Research (0, .2, .4, .6, .8, 1 -) 
4. Research (0, .1, .2, .3, .4, .5, .6, .8, .9 1 -) 

20 40 60 100 
.39 (SR) .45 (SR) .50 (SR) .57 (SR) 
.39 (SR) .45 (SR) .50 (SR) .57 (SR) 
• 1 (LR) .2 (LR) .3 (LR) .5 (LR) 

.31 .76 1.40 2.80 

.42 .87 2.22 5.02 

Turning first to the overestimation issue. Are the high IRRs reported inconsistent 
with actual growth experience? Table 10 reports the growth rate implications for two 
extension program time weight schemes and two research program time weight schemes 
for IRRs of  20, 40, 60, and 100 percent. 

Consider the first extension time weight program where the effect of  extension is sim- 
ply to speed up adoption three years earlier than it would have occurred in the absence 
of the program. In the short run, i.e., in the first years after introducing the program, 
growth rates will be higher. But this will not produce a higher long-run rate of  TFP 
growth. 

Now consider the research programs where the contribution of  the research program 
does not depreciate. The two weight sets represent the range of weights for most of  the 
studies reviewed. Weight set 3 is a rapid research effect with the weights rising to the 
full effect in the sixth year after an investment of  one percent of  the value of production. 
A continuous program of investment of  one percent of  product each year must then 
produce TFP growth of .31 for an IRR of 20, .76 for an IRR of 40, 1.4 percent for an IRR 
of 60, and 2.8 percent for an IRR of 100. Weight set 4 is for a slower impact where the 
full effect of the program is realized in the eleventh year after investment. The growth 
rates required for these weights are higher. The second extension case is one where one- 
half of the extension contribution is permanent as in the cases where the technology 
infrastructure level is TI(1). The long-run growth implications of  this are as noted. 

IRRs for both extension and research studies are summarized in Table 11. Distribu- 
tions of  IRRs for a number of  study categories are presented. Two features characterize 
virtually every category. The first is that mean and median IRRs are high. Seventy-four 
percent of  the extension IRRs and 82 percent of the research IRRs exceed 20 percent. 
The second feature of  the IRRs is that the range of  estimates is broad. Every category 
(except for private sector R&D spillovers) includes studies reporting both low IRRs and 
high IRRs. Interestingly the category showing the narrowest range of  IRRs is the ex ante  

study category. 
Given the breadth of  the range of  IRRs in each category, it is difficult to draw strong 

conclusions regarding differences in means between categories. It can be noted, how- 
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Table 11 
IRR estimates summary 

Number Percent distribution Approx. 

of IRRs median 
reported 0-20 2140  41-60 61~) 81-100 100+ IRR 

Extension 

Farm observations 16 .56 0 .06 .06 .25 .06 18 
Aggregate observations 29 .24 .14 .07 0 .27 .27 80 
Combined research 36 .14 .42 .28 .03 .08 .16 37 

and extension 

By region 
OECD 19 .11 .31 .16 0 .11 .16 50 
Asia 21 .24 .19 .19 .14 .09 .14 47 
Latin America 23 .13 .26 .34 .08 .08 .09 46 
Africa 10 .40 .30 .20 .10 0 0 27 

All extension 81 .26 .23 .16 .03 .19 .13 41 

Applied research 

Project evaluation 121 .25 .31 .14 .18 .06 .07 40 
Statistical 254 .14 .20 .23 .12 .10 .20 50 
Aggregate programs 126 .16 .27 .29 .10 .09 .09 45 

Commodity programs 
Wheat 30 .30 .13 .17 .10 .13 .17 51 
Rice 48 .08 .23 .19 .27 .08 .14 60 
Maize 25 .12 .28 .12 .16 .08 .24 56 
Other cereals 27 .26 .15 .30 .11 .07 .11 47 
Fruits and vegetables 34 .18 .18 .09 .15 .09 .32 67 
All crops 207 .19 .19 .14 .16 .10 .21 58 
Forest products 13 .23 .31 .68 .16 0 .23 37 
Livestock 32 .21 .31 .25 .09 .03 .09 36 

By region 
OECD 146 .15 .35 .21 .10 .07 .11 40 
Asia 120 .08 .18 .21 .15 .11 .26 67 
Latin America 80 .15 ,29 .29 .15 .07 .06 47 
Africa 44 .27 .27 .18 .11 .11 .05 37 

All applied research 375 .18 .23 .20 .14 .08 .16 49 

Pre-invention science 12 0 ,17 .33 .17 .17 .17 60 
Private sector R&D 11 .18 ,09 .45 .09 .18 0 50 
Ex ante research 87 .32 ,34 .21 .06 .01 .06 42 
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ever, that the categories with the greatest proportions exceeding 40 percent are pre- 
invention science, private sector R&D, rice research, and fruits and vegetables research. 
Research studies have higher proportions exceeding 40 percent (59 percent) than is the 
case for extension studies (51 percent). Studies of commodity research programs have a 
higher proportion exceeding 40 percent (62 percent) than studies of aggregate research 
programs (57 percent). 

Regional distributions vary with studies of both research and extension in Africa and 
have lower proportions exceeding 40 percent than in other regions. Asian research IRRs 
are especially high. 

Actually, as noted above, some of the very high IRRs are "suspect" in that they could 
be inconsistent with actual economic growth experience. It is of interest to note that the 
proportion of very high (exceeding 80 percent) IRRs is highest for statistical commodity 
research studies where spending ratios are lowest (and where one may well be under- 
stating real research expenditure as well). Typically, for commodity programs even in 
developed countries, research/commodity value ratios are well below one percent. This 
is particularly true in Asia where the highest proportion of very high IRRs is reported. 

The relatively high proportion of very high IRRs for extension may appear suspect, 
but as noted above, this is probably not inconsistent with growth experience. The high 
proportion of very high IRRs for pre-invention science is also consistent with growth 
experience because spending ratios are low. 

Studies of industrial R&D indicate that the private IRRs captured by firms are gen- 
erally similar to IRRs for other investments made by the firm [Mairesse and Mohnen 
(1995)]. These studies also show considerable spill-overs and indicate that the social 
rate of return is considerably higher than the private rate of return. The rate of return 
measured in the studies reviewed here is essentially the difference between the social 
and private IRR. Given that the public sector IRRs are actually social IRRs and reflect 
spillovers, the studies reviewed here suggest that the social IRRs for industrial R&D are 
also high and may well be of the same order of magnitude as public sector social IRRs. 

It does not appear that there is a time trend in the IRRs reported. Studies for later 
periods show IRRs similar to studies of earlier periods. 

While this review has not considered the few studies of determinants of investment 
in public sector agricultural research, it may be noted that the expansion of agricultural 
research and extension programs in the post World War II era of economic develop- 
ment has been heavily aid-driven. The training of agricultural scientists, especially in 
the 1950s, 1960s, and 1970s, was funded by international agencies and undertaken in 
leading agricultural universities in developed countries. Many NARs received grants 
and loans from international agencies. In recent years, international support has been 
declining. Some national programs have developed national support bases and these 
will continue to function. Others have not and are vulnerable to downsizing without 
international support. 

The evidence for economic impacts of research and extension programs is probably 
more complete and comprehensive than the evidence for many other development pro- 
grams (e.g., agricultural credit programs). While the range of IRR estimates is wide, the 
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great major i ty  o f  the IRR est imates indicate a high social  rate of  return to the invest- 

ments  made.  Those  high rates of  return were  rea l ized in many  N A R s  and I A R C s  and 

extens ion programs.  These  programs were  not  un i fo rm in terms of  des ign efficiency, 

scientist  skills or  management .  Most ,  perhaps all, of  these programs could  have been  

improved.  The  broad scope o f  the ev idence  for high payof f  suggests  considerable  in- 

ternat ional  spil lovers (and some  studies measured  this). Many  research and extension 

p rograms  are poor ly  managed  and often resource-constra ined.  Many  fail  to produce  

proper  statistical analyses o f  field trials. The  ev idence  rev iewed  here  is not  inconsis tent  

with this. But  it does support  the or iginal  v is ion o f  deve lopment  economists .  Research  

and extens ion programs have afforded high payof f  inves tment  opportunit ies.  
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1. Introduction 

Agricultural production economics grew out of the study of farm management. Farm 
management grew out of the study of agronomy and horticulture. Early courses in farm 
management particularly at Cornell were largely empirically based and sought to de- 
velop the underlying economic principles through replication of experiments [Jensen 
(1977)]. "As marginal analysis reached a climax with Alfred Marshall, agricultural eco- 
nomics was just beginning to emerge as a discipline in land-grant colleges" [Johnson 
(1955), p. 206]. During the 1920s and 1930s, production economics began to emerge as 
an integrated field that analyzed farm management and production issues from farming 
to and including marketing of agricultural products. As in other fields of economics, 
the unifying paradigms for this emerging discipline were marginal economic analy- 
sis, comparative advantage, and competition [Iensen (1977)]. That agricultural produc- 
tion and farm management economics embraced these central economic paradigms of 
the time was indisputable and as such it could properly be viewed as a subdiscipline 
of economics. Because the issues and problems were agricultural, most agricultural 
economists to this day reside in colleges of agriculture throughout the world. 

The marriage of economic paradigms to farm management and production economic 
issues is widely viewed as successful. Agricultural economists working with other agri- 
cultural scientists have enlightened many both as to normative and positive economic 
choices. However, many agricultural economists particularly of older vintages likely 
identify more with agricultural sciences and less with economics compared to younger 
vintages who tend to identify more with economics as the parent discipline [Pope and 
Hallam (1986)]. 

How and why does agricultural production economics differ from the application of 
economic principles to other production activities in the economy? Clearly, the goods 
and services studied are different and that alone may justify a separate field of study. 
However, in a deeper sense, is the current or proper methodology for studying agricul- 
tural production different than for studying, say, manufacturing? A basic question that 
must be addressed in a volume such as this is, "Why is the study of agricultural eco- 
nomics different than the study of the economics of any other sector?" and in particular, 
"What are the distinguishing features of agricultural production economics?" 

In this chapter, we emphasize the production issues that differentiate agriculture from 
manufacturing. We begin in the following section by identifying a number of unique fea- 
tures of agricultural production - features not necessarily unique in their existence but 
unique by their combination and predominance in agriculture. While some mathemati- 
cal characterizations in this section facilitate understanding, they are merely illustrative 
with formal analysis delayed to later sections. The purpose of Section 2 is to raise is- 
sues and questions related to the unique features of agriculture that are addressed in 
subsequent sections. The general conclusion is that agricultural production is heavily 
structured because of spatial, temporal, and stochastic issues. Section 3 develops a set 
of economic principles that are needed to address a sector dominated by such features. 
Some examples are used to illustrate the points with no attempt to achieve generality. 
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The general conclusion is that serious errors can be made if structural issues are ig- 
nored in analysis. Section 4 then develops some fundamental theoretical considerations 
needed to address the principles identified in Section 3 with generality at least in a short- 
run context. This backdrop is used to discuss the extent to which agricultural production 
economics, as depicted by the previous chapters in this Handbook, has addressed these 
needs. The implications of these results are that (i) reduced-form approaches that initi- 
ate empirical work from an arbitrary specification of the production possibilities fron- 
tier cannot determine many important characteristics of technology, (ii) approaches that 
under-represent structure are not useful for policy analysis because they embed policy 
assumptions, (iii) both early primal applications and standard current applications of 
duality have tended to focus on reduced-form representations, (iv) both dual and pri- 
mal approaches should be expanded to consider a qualifying degree of structure, and 
(v) examination of structure is limited by data availability. In Section 5 we consider 
other needed generalizations that come into play in moving beyond the short run and 
the extent of related empirical progress thus far. This leads to a critical evaluation of 
the state of data for agricultural production analysis, a call for action to improve the 
scope of data, and a conclusion that the current state of agricultural production analysis 
is heavily limited by data availability. 

2. Uniqueness of agricultural technology 

Perhaps the most important reason for studying agricultural production separately is the 
uniqueness of agricultural technology associated with its biological nature and exposure 
to widely varying and unpredictable elements of nature. This section discusses some of 
the main features that differentiate agricultural production: (i) lags and intertemporal 
complexity with limited observability caused by biological processes, (ii) uncertainty 
in biological processes related to weather and pests, (iii) multiple outputs with cyclical 
flexibility in the output mix related to growing seasons, (iv) technological change with 
fragmented and mixed adoption associated with both physical and biological capital ad- 
justment, and (v) atomistic heterogeneity in major characteristics such as soil productiv- 
ity, climate, infrastructure, environmental sensitivity, farmer abilities, etc. While some 
limited parallels can be found with some of these features in other sectors, the combina- 
tion and extent found in agriculture have critical implications for the ability to represent 
them empirically. They dramatically affect all other aspects of the agricultural sector 
including domestic markets, international trade, finance, environmental concerns, and 
policy issues. For example, unanticipated national crop failures cause dramatic swings 
in world markets and trade as in the commodity boom of the 1970s [Chambers and Just 
(1981)], and the spatial correlations of production practices with environmental charac- 
teristics dramatically influence environmental quality and response to policies [Just and 
Antle (1990)1. 

During the first half century of agricultural economics study, many agricultural pro- 
duction economists cooperated with the biological and soil science disciplines to in- 
tegrate representations of biological and chemical processes and better represent the 
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intricacies of relevant biological and physical relationships. As in engineering eco- 
nomics, there was a substantive interest in understanding and describing technology 
in cooperation with other disciplines. This interdisciplinary communication described 
technology in primal form. Some of the earliest production studies used agronomic data 
to estimate fertilizer response functions and optimal fertilization rates [Day (1965)]. 
Over time, a greater understanding of the science of input interactions has been ac- 
cumulated to allow further economic insights into basic production problems [Berck 
and Helfand (1990); Paris (1992)]. As agricultural economics has evolved, dual meth- 
ods have become prominent because of their simplicity, convenience, and power [Bin- 
swanger (1974)]. These methods have been widely applied but the applications typi- 
cally lack the biological and dynamic detail that often accompanies other optimization 
or econometric models [Bryant et al. (1993); Woodward (1996); Burt (1993); Foster 
and Burt (1992)]. As a result, questions arise about whether agricultural production 
economists are now in a poorer position than earlier to assess plausibility of estimates 
and add cumulatively to a store of stylized facts regarded by the profession to de- 
scribe agricultural technology. For example, Mundlak's review (2001) of the early pro- 
duction function literature emphasizes elasticity estimates and portrays the cumulative 
characterization of both production and supply-demand elasticities from that literature. 
Though no such similar review is available for recent literature, estimates of simple 
concepts such as elasticities are remarkably disparate even when similar methods (e.g., 
duality) and data are used [Shumway and Lim (1993), Table 3]. In this state of affairs, 
one must question whether agricultural production economists are approaching or los- 
ing track of the goal of better understanding and measuring behavior. 

2.1. Sequential biological stages, temporal allocation, and limited observability 

Agriculture in much of the world thrives with little division or specialization of labor 
[Allen and Lueck (1998)] because of (i) the sequential nature of production stages, 
(ii) non-overlapping annual growing seasons imposed by weather conditions, (iii) long 
time lags from application of variable inputs to harvest of finished outputs, (iv) rel- 
ative unobservability of the state of production during this lag, and (v) moral hazard 
associated with using hired labor in certain stages of production where monitoring the 
effect on output is difficult.l Typically, a single person or family decides what to pro- 
duce given the current capital stock and available services, and then applies variable 
inputs stage-by-stage through sequential production stages to produce the final product. 
A stage-wise delineation of the production process is possible in many cases because 
a relatively small number of sequential rather than concurrent operations are required. 
Such a production structure is typically imposed by the biological nature of agricultural 

1 For example, harvest labor for fruits and vegetables may be easy to monitor when wages are paid at a piece 
rate for the amount harvested. However, labor required to seed a crop may be harder to monitor because errors 
in application rates are largely unobserved until much later when crop stands are apparent or final production 
is realized. 
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production. By comparison, manufacturing with a small number of sequential rather 
than concurrent operations is hard to imagine and likely inefficient because assembly 
lines are precluded. 

For some annual non-irrigated crops, few inputs are applied during the five to nine 
months between the time of planting and harvesting. For other annual crops, inputs such 
as pesticides may be applied for preventative reasons before or at planting as well as for 
prescriptive purposes after planting. A simplifying characteristic of crop production is 
that application of most inputs involves a costly trip over a field. Thus, most inputs 
cannot be economically applied continuously (irrigation and inputs applied through ir- 
rigation water are exceptions), but rather the timing of input applications is a crucial 
production decision because of weather. 

Because input responses are weather-dependent and harvests are seasonal, production 
and revenue depend on the timing of input applications. Thus, an m-stage technically 
efficient input-output relationship might be described by the smooth function, 

y = i ( i , ( x l , , l )  . . . . .  I (xm, (1) 

where X i is the variable input vector at time ti and x m is harvest inputs applied at harvest 
time tin. Note that both the quantity of each x i and the associated time of application 
ti are decision variables. In other words, timing as well as quantities are input choices. 
The chosen harvest date may not correspond to maximum possible production not only 
due to time preferences and interest rate incentives but because of labor and machinery 
scheduling problems, weather, and uncertainty of crop maturity. Because of lags, each 
x i is relevant to final output, O f / O x  i = ( O f / O f i ) ( O f i / O x  i) # O. 

In one of only a few studies that have treated timing of operations as decision vari- 
ables, Just and Candler (1985) demonstrate that agricultural production functions tend 
to be concave in the timing of both planting and harvesting operations so a unique tim- 
ing exists that is technically efficient. Antle, Capalbo, and Crissman (1994) similarly 
investigate optimal timing and suggest an efficiency dimension of input timing. Inter- 
estingly, optimal timing in the context of the whole farm operation may not be techni- 
cally efficient when the availability of resources such as labor or machinery services is 
constrained. That is, available labor and machinery may not be sufficient to harvest all 
plots at the same time if they should all mature at the same time. 2 

Also unlike manufacturing where the quality of a continuous or intermediate-stage 
output is observable, the implications of the current state of a crop for final produc- 
tion are highly subjective at each stage of the growing cycle. In most manufacturing 
processes, the time it takes to create a finished product, t m -  tl, is relatively short. Ad- 
ditionally, intermediate productivity is more observable compared to agriculture, e.g., 
how far an item has moved on an assembly line or how well an intermediate step of as- 
sembly has been accomplished. Thus, continuous monitoring of input productivity and 

2 One could define technical efficiency to include any non-price constraints but this seems at variance with 
typical technologically based definitions. 
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making related adjustments at each stage of the production process is more effective. In 
other words, technical efficiency is best achieved by examining carefully each stage's 
output as it occurs or by testing to reach conclusions about the technical efficiency of 
individual production stages. 

In contrast, the long delay from input application to observed productivity tends to 
confound the observed effects of inputs applied in multiple stages of agricultural pro- 
duction processes. As a result, one cannot easily infer from output which stage is ineffi- 
cient. Moreover, the effects of inputs observed on other farms may not apply because of 
differing soil and climatic features. The focus of management is thus more on following 
recommended guidelines, experimentation to adapt recommended guidelines to specific 
farm or plot circumstances, and monitoring exogenous and uncontrollable inputs such 
as weather and pests in order to formulate counter measures. 

To better represent intraseasonal unobservability, suppose the representation of the 
production process assuming technical efficiency in the intermediate states of produc- 
tion follows 3 

Y---- f * ( f l ( x  I , YO) . . . . .  f m ( x  m, Ym-1)), (2) 

where the timings of input applications are implicit decision variables suppressed for 
simplicity. That is, efficient management at stage i involves maximizing the intermedi- 
ate output, Yi, where the technology set at stage i is represented by yi <~ f i ( x  i , Y i -1)  
and Y0 represents initial conditions [Antle and Hatchett (1986)].4 One way of conceptu- 
alizing the difference between agricultural and manufacturing production in this frame- 
work is that the intermediate outputs in agriculture, the yi 's, are largely unobservable. 
In many manufacturing contexts, the separate stage production functions are readily 
observed, estimated, and applied separately for management purposes. Thus, efficient 
farming is directed toward learning well the stage technology through acquiring infor- 
mation available from beyond the farm (such as guidelines from technology developers 
and universities), experimentation, monitoring uncontrollable inputs, and estimating op- 
timal adjustments accordingly. 

This recursively separable structure of production whereby inputs xi  in stage ti are 
separable from inputs x J  in stage tj  ( j  > i) has important implications for agricultural 
production analysis. For example, labor and capital services applied during pre-planting 
cultivation will be separable from labor and capital services applied to post-planting 
herbicide application. This property allows experiment station or extension scientists or 
scientists from input supply firms to make recommendations on specific input choices 
that are clear and relevant to farmers assuming that the state variable from the previous 

For convenience, we use the expression in (2) to represent a production process of the form 

y = fi~(Xn, fn-1 (Xn-1, fn 2(Xn-2 . . . . .  fl(Xl, Y0)---))). 

This yields a variant of recm'sive separability [Blackorby et al. (1978)]. 
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stage is typical (the case of experiment station guidelines) or monitored (the case of 
professional pesticide applicators). 

Timing of operations has been largely ignored in agricultural production economics. 
Rather, public agricultural production data are recorded on an annual basis. Accord- 
ingly, the timing of input applications as well as the intermediate outputs are unob- 
served. To utilize such data, the firm is typically presumed to solve: 

Y= f°(x, yo)=maxlf*(fl(xl,yo),...,fm(x m,ym-l)) ~-~xi=x}. 
{x'/ l 

1 

(3) 

Initial conditions are typically ignored because data are unavailable in which case the 
estimated technology corresponds to y = f°(x). In this approach, the aggregate input 
vector x is treated as the decision variable in the related profit maximization problem 
(possibly some elements of x are treated as fixed or quasi-fixed inputs). 

Interestingly, the assumptions implicit in (3) for input aggregation tend to be inade- 
quate as a representation of family farming, the predominant form of agricultural pro- 
duction. The reason is that some inputs such as family labor and fixed-capital service 
flows present recurring input constraints through the growing season rather than across 
the entire production season. As a result, the shadow price (or opportunity cost) of 
resources can vary considerably through the growing season. For example, farm ma- 
chinery is typically idle or underutilized through much of the year but is used heavily 
during several weeks. A grain farmer's most expensive piece of equipment may be a 
combine that is used only 3 or 4 weeks of the year. Tractors may be used to capacity 
only at planting or cultivation time of the few dominant crops grown on a farm. In spite 
of low average use rates, farmers find ownership advantageous because all farmers in an 
area tend to need the same machinery services at the same time due to local climate and 
soil conditions that tend to dictate crop timing. Capital services may be hired to relax 
such constraints in some cases, but custom machinery service markets do not operate in 
many cases because demands are too seasonal. The implication is that available service 
flows from such equipment are constrained by fixed investments but the shadow prices 
caused by such constraints may vary widely through a crop season. For example, the 
shadow price of the service of a combine may be almost comparable to or even higher 
than custom hiring rates in the peak use season, but yet much lower in a secondary 
harvesting season where excess capacity is available. These possibilities explain why 
farmers choose to hold stocks of expensive machinery even though average use is light. 

Likewise, family labor may have distinct advantages over hired labor for specific 
functions because of moral hazard. That is, additional labor may be hired for such needs 
as harvesting where productivity is easily monitored and rewarded by piece rates, but 
moral hazard problems may make hired labor a poor alternative for other types of la- 
bor needs such as seeding. Indeed, the superiority of using family labor for carrying 
out certain functions is an important explanation for survival and predominance of the 
family farm [Allen and Lueck (1998)]. As a result, family labor within the conven- 
tional production model (which typically does not consider moral hazard) can be tea- 
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sonably treated as a recurring constraint through the growing season that is far more 
limiting at some times than at others. Thus, the shadow price of family labor may vary 
widely through the growing season. The widely varying nature of implicit prices of 
farmer-controlled resources across labor periods (stages of production) has been well- 
recognized in programming models used to represent agricultural technology [McCarl 
et al. (1977); Kutcher and Scandizzo (1981); Keplinger et al. (1998)]. 5 

If the implicit shadow prices of recurring farmer-controlled inputs vary widely from 
stage to stage, then the implicit formulation in Equation (3) may be inadequate. Mund- 
lak (2001) emphasizes the need for this generalization in his discussion regarding the 
representation of capital inputs as stocks versus flows. To emphasize this difference, let 
x i represent a vector of purchased variable inputs in stage t i ,  and let z i represent a vec- 
tor of uses of farmer-controlled inputs such as family labor and capital services in stage 
ti. Also, let k be a vector of maximum uses or availability of services made possible by 
the fixed stock of farmer-controlled resources in each stage. 6 Then technology can be 
represented by 

y = f0(x ,  Y0 I k) 

= {x'max, k'} { f * ( f i ( x ' ,  y0, g 1 ) . . . .  
IX m } , fro t ,Ym 1 , z m ) )  Z x i  = X ; Z  i ~ k  . 

i 

(4) 

This formulation makes clear that varying implicit prices of fixed farmer-controlled 
inputs is likely. In some periods, the optimal choice may be z i = k with a high implicit 
price while in others it is some z i < k with a zero implicit price. 

5 Mathematical programming models of agricultural decisions have largely given way to econometric mod- 
els of decisions as indicated by a review of the literature. Several reasons are as follows. First, there is a great 
desire for statistical inference whereas inference with inequality constraints is a daunting task [Amemiya 
(1985); Diewert and Wales (1987)]. Second, in traditional practice, programming approaches have typically 
used subjective and ad hoc approaches to calibrate models, which some regard as falling short of scientific 
standards. Third, a primary purpose of production economics has become development of aggregate models 
of behavior with which to undertake policy analysis. Aggregate programming models tend to generate sup- 
plies and demands with large and irregular steps that are regarded as implausible. To the extent firm-level 
heterogeneity can be handled by smooth econometric models, programming models are less useful. However, 
recent developments in data envelopment analysis and Bayesian applications have spawned greater interest 
in merging programming and econometric methods [Fried et al. (1993); Chavas and Cox (1988); Paris and 
Howitt (1998)]. We note also that modern computer technology is rapidly making possible the boot-strapping 
of statistical properties of programming models with realistic components such as intermittently binding in- 
equality constraints [Vanker (1996)]. For the purposes of this chapter, we consider primarily the econometric 
approach to empirical work. However, the principles apply to programming models as well and may be ulti- 
mately implemented by some merger of programming and econometric methods. 
6 For simphcity, we assume that farmer-controlled resources and thus maximum uses are constant across 
production stages in the same growing season. If this is not the case, then time subscripts must be added to 
the limits of use. 
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These considerations raise questions about how explicitly models must depict the 
stage-wise production problem and what types of data are needed to do so. For exam- 
ple, if capital service input data are not available by stages, then Equation (4) suggests 
that capital input data must measure the state of the capital stock (which determines the 
maximum possible flow of capital services in each stage) rather than the aggregate flow 
of capital services over the entire growing season. Modeling the stage-wise choices of 
capital service flows given these stocks may greatly improve understanding of produc- 
tion decisions if data are available for analysis. But if data are unavailable, how can 
models represent these implicit production choices sufficiently? 

2.2. Flexibility in the output mix and spatial allocation 

In principle, all firms conceptually choose among producing and marketing multiple 
final outputs because, at least in principle at the capital investment stage, they decide 
what to produce. However, much of agriculture throughout the world involves actually 
producing multiple products simultaneously. While measures of diversification are be- 
ginning to decline in many areas, particularly in the post-war period in the United States 
and most notably for livestock firms [White and Irwin (1972)], crop farming remains 
highly diversified. An important factor in choosing an agricultural output mix is spatial 
allocation of inputs among plots. This aspect of agricultural production makes agricul- 
ture an interesting case for study of scope economies and the effect of scale on scope 
economies [Chavas (2001)1. 

Many multiple-product manufacturing settings involve products that are produced in 
fixed or limited proportions determined by fixed plant and equipment or physical prop- 
erties of production processes such as chemical reactions. In others, multiple products 
result from abruptly switching an entire plant from the manufacturing of one product 
to another (where simultaneous production of several outputs is not feasible or eco- 
nomical). In agriculture, a few production processes lead to related joint products with 
limited flexibility such as meat in combination with hides or cotton in combination with 
cottonseed. However, farmers often have great flexibility in switching among annual 
crops from season to season and in allocating land, machinery services, and family la- 
bor among crops in the same season. Flexible capital leads to large elasticities of prod- 
uct transformation (and, hence, large supply elasticities) because farmers can readily 
change their relative output mix from one crop season to the next. Much of this flexi- 
bility occurs because allocated inputs have similar marginal revenue product schedules 
in the production of several crops. 7 For example, land and land preparation machinery 
have similar marginal values in production of corn and soybeans in the corn belt or in 
production of wheat and sorghum in the southern Great Plains. This is why other con- 
siderations are sufficient to cause farms to rotate plots of land and diversify production 
among such crops. 

7 Flexibility also implies that capital has relatively large marginal products in various states of nature as 
well. 
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Marshallian joint production is generally presumed to be a reasonable explanation for 
many economies of scope and the implied optimality of multi-product farms. Baumol, 
Panzar and Willig (1988) define inputs for such processes as public inputs because they 
can be costlessly redirected from one industry to another. Clearly some purchased capi- 
tal such as buildings or tractors may have some of these characteristics when congestion 
effects are not present. Some aspects of management skill and information have these 
properties. Clearly weather is a classic public input [Pope (1976)]. However, the timing 
and nature of demands on private inputs (or public inputs with congestion effects) can 
also promote diversification. 

For example, when several crops compete for the same farmer-controlled resources, 
constraints on allocation of these resources can play an important role in determining 
diversification of the product mix. Farmers must generally allocate farmer-controlled 
resources consisting of land, management ability, machinery services, and family labor 
among plots of land. Because these inputs must be allocated spatially among plots, and 
plots are generally planted to distinct crops (or distinct crop mixes in some develop- 
ing agriculture), these allocations usually amount to allocations among crops as well. 
Producing multiple outputs, which have different peak input-use seasons according to 
their varied stages of production, thus provides a way of more fully utilizing farmer- 
controlled resources and allowing more off-farm labor possibilities. For example, by 
producing several crops with different growing seasons, or by producing both crops and 
livestock which have different seasonality requirements, a farmer may be able to use 
smaller-scale, less expensive machinery and more fully utilize available family labor 
and management ability than if the entire farm had to be covered with the same op- 
eration at one time. Such considerations can be so important that, when coupled with 
price incentives, they lead to diversification when specialization otherwise occurs [Pope 
(1976); Pope and Prescott (1980); Baker and McCarl (1982)]. 

Interestingly, most agricultural production scientists focus on the rate of application 
of inputs or input services to a particular plot on which a particular crop is grown. For 
example, extension specialists recommend different rates of fertilizer application for 
different crops and soil conditions. Pesticides are often regulated with specified appli- 
cation rates per acre under legal licensing requirements. In this context, the represen- 
tations in (1)-(4) may apply where y is a vector of outputs and x i is a vector which 
distinguishes not only type of input but location (plot and thus crop) of application. 
With non-jointness of all inputs, Equation (4) becomes 

y j  * l j  = f) (flj(X , y~,z l j) ..... fmj(x mJ, yfn_l,ZmJ)), 

subject to Z z i j  ~ k, i = 1 . . . . .  m, 

J 

j = l , . . . ,  
(5) 

where  yJ =-. YJm is the quantity produced of output j ,  x*: is a vector of purchased variable 
inputs allocated to output j in stage i, and Z ij is a vector of uses of farmer-controlled 
resources allocated to output j in stage i. That is, uses of farmer-controlled resources 
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across all production activities must satisfy availability constraints jointly. Note for con- 
venience and to represent availability constraints appropriately in (5), the first subscript 
of x is assumed to represent a common timing choice across all production activities 
so that tij = ti is the timing choice for operations in stage i of production for all out- 
puts. 8 Also, note more generally that each yJ could represent a vector of outputs with 
j indexing additively separable production activities in which case (5) does not imply 
nonjointness of inputs. 

The framework of (5) reflects the notion of allocated fixed inputs introduced by 
Shumway, Pope, and Nash (1984) and investigated by Just, Zilberman, and Hochman 
(1983), Leathers (1991), and Just et al. (1990). This literature recognizes that inputs 
such as land are typically measured and must generally be allocated to the production 
of specific crops (or crop mixes). While the nonjointness assumptions of these papers 
may be debatable, the need for farmers to allocate at least some purchased variable 
inputs and at least some farmer-controlled resources among plots is clear. 

Public data typically report inputs and outputs for a region but generally do not give 
allocations of inputs to crops, plots, or production activities as does farm-level account- 
ing and management data. As a result, problems of estimation of multi-output produc- 
tion relationships in agriculture typically have been simplified to eliminate the allocation 
problem. As in the case where temporal allocation of inputs is unobserved, elimination 
of spatial allocation variables presumably assumes implicitly that inputs are allocated 
among plots to achieve efficiency given that inputs have identical prices across plots. 
Thus, the firm is treated as solving an allocation problem of the form 

yl  = f ( x , k , y 2 ,  y? . . . .  ) 

-- maxlYl l y j -- f'j* ( f l j ( x l J , z  l j )  . . . .  , fmj° .l[xmJ , zmJ)), j = 1 

E iJ <.k, i = l  ..... m: E Z , i J  <.x] 
j i j I 

in the typical case where initial conditions are ignored. These practices raise questions 
regarding how explicitly allocation decisions must be represented in production models 
and how much understanding of the production problem can be gained by representing 
allocations explicitly. Can greater econometric efficiency be gained thereby? What data 
are required? 

2.3. Fragmented technology adoption and embodied technology 

Much has been written about technical change and technology adoption in agriculture 
[see the reviews by Sunding and Zilberman (2001) and by Evenson (2001)]. Such phe- 
nomena explain both the successes and failures of the "green revolution" and explain 

8 This represents no loss in generality because the input vector may be zero for some production activities 
in some production stages. 
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Figure 1. U.S. corn yield growth. 

the dramatic growth in agricultural productivity in the twentieth century. More currently, 
they have much to say about potential agricultural responses to environmental problems, 
food safety, genetically modified organisms, and the induced innovation that is l ikely to 
occur' as a result [Sunding and Zilberman (2001); Chavas (2001)]. The dramatic growth 
in productivity due to technology is illustrated in Figure 1 by the sixfold increase in 
average U.S. corn yields since 1930. Figure 2 illustrates how much higher the rate of  
growth in productivity per worker has been in agriculture compared to manufacturing 
and business. 9 Much of  the growth in productivity in developing agriculture has come 
in the form of  higher-yielding seeds, fertilizer use, tube wells for irrigation, and replace- 
ment of traditional crops by modern crops. A major explanation in developed agriculture 
lies in the development of  larger-scale machinery, improved crop varieties and livestock 
breeds, and new inputs such as pesticides and growth hormones. In each case, the tech- 
nology is embodied in either variable production inputs or in the capital stock. 

9 To construct Figure 2, U.S. Bureau of Labor Statistics indexes for productivity per hour in manufacturing 
and business are used. The productivity per worker index for agriculture is constructed from U.S. Economic 
Research Service data by dividing the index of total farm output by the index of farm labor input (see the 
1999 Economic Report of the President). All indexes are then adjusted to 100 in 1949. Because the number 
of hours in the work week in manufacturing and business has been falling, a fair comparison would imply an 
even greater divergence in growth of output per worker. 
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Figure 2. U.S. output per worker. 

One of the core features of modem production processes is that production decisions 
often lag years behind capital decisions. For example, in automobile production, the cy- 
cle time from product design to production often takes at least two years. However, once 
the plant and equipment are in place, the application of inputs typically yields a finished 
output with very little lag. For example, the typical auto assembly plant produces a car 
every few minutes and the complete cycle time including pre-assembly of important 
components is measured in days. For mature industrial processes, this process evolves 
largely into "quality control". 

Some aspects of agricultural production resemble the manufacturing paradigm. For 
example, producing tree crops and vineyards requires considerable time to put the capi- 
tal stock in place (e.g., mature trees and vines). Similarly, livestock production involves 
considerable time to grow mature breeding animals (for gestation, birth, weaning, etc.). 
These biologically induced lags introduce some interesting and lengthy nonlinear dy- 
namics into the production process [Chavas and Holt (1991, 1993)]. However, a unique 
aspect of agriculture (compared to manufacturing) is that once the physical capital 
(perennial crop stands and breeding herds in addition to machinery and buildings) are in 
place, the lag from the application of variable inputs to the finished output is relatively 
long. 

Another largely unique feature of agricultural production - particularly annual crop 
production - is that the technology choice is described by a lengthy list of piecemeal 



Ch. 12: The Agricultural Producer: Theory and Statistical Measurement 643 

decisions that must be made with each new growing season on each plot of land [Sund- 
ing and Zilberman (2001); Feder et al. (1985)]. For example, each time a crop is planted 
a producer can choose to grow a different crop, use a different seed variety, apply fer- 
tilizer, use herbicides, apply insecticides, or employ plant growth regulators. A typical 
grower may choose among 3 to 5 economical crops for the area, each crop may have 
from 3 to 5 prominent crop varieties with different levels of resistance to unforeseen 
weather and crop disease conditions, and the farmer may face from 3 to 5 attractive al- 
ternative choices each for fertilizers, herbicides, insecticides (if needed), etc. A farmer 
can choose to use low tillage methods or a variety of tilling operations to control weeds 
and conserve moisture. Some of these choices are influenced by the stock of equipment 
(variety and size). The stock of equipment is typically adjusted in piecemeal fashion 
because most tractors can accept a wide variety of equipment (although the size of 
equipment is constrained by the size of tractor). The variety of equipment on hand can 
constrain either the feasible or economical crop set. The size of equipment as well as 
family labor availability can constrain the amount of land that can be economically 
allocated to a particular crop/technology combination. 

To complicate farmers' choices further, new technology is constantly being devel- 
oped. New seed varieties and new pesticides are being developed every year and in some 
cases have dramatic effects on yields. 10 These effects explain the dramatic increase in 
crop yields as illustrated for corn in Figure 1. A typical problem, however, is that new 
technologies are unproven and are thus viewed as more risky. Farmers may delay adop- 
tion and observe responses obtained by neighbors or allocate small test plots to new 
technologies. For characterizations of technology to be consistent with such behavior, 
these uncertainties and options must be represented. Furthermore, technology embodied 
in machinery or perennial crops is largely fixed by vintage of the capital stock. Some 
farmers may adopt technologies on a small scale and then increasingly with learning 
by doing [Foster and Rosenzweig (1995)]. As a result of the complex nature of the 
technology choice and lags in adoption, a large number of technologies are employed 
concurrently by different farmers and on different plots by the same farmer [Feder et al. 
(1985)]. These phenomena complicate drawing inferences from agricultural production 
data that has been aggregated across heterogeneous farms as discussed further in the 
section on heterogeneity below. How explicitly does the distribution of technology need 
to be represented in production models? How much does the distribution of technology 
depend on the capital distribution? What data on technologies can improve production 
modeling and how? 

2.4. Uncertainty: The role o f  weather and pests  in biological processes 

One way agricultural production differs from most manufacturing production is in the 
magnitude of the impact of uncontrollable factors - many of which are highly stochas- 
tic and unpredictable. The dominance of uncertainty in agricultural production is one 

10 The term 'pesticide' is a generic term that includes insecticides, herbicides, fungicides, rodenficides, and 
crop growth regulators. 
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reason the study of production under risk has flourished in agricultural economics [Mos- 
chini and Hennessy (2001)]. The highly unpredictable nature of agricultural production 
is illustrated by the yearly national-level corn yields depicted in Figure 1. Furthermore, 
the data in Figure 1 understate variability because averaging at the national level washes 
out variation among individual farms. Empirical evidence suggests that variability at the 
farm level is from 2 to 10 times greater than indicated by aggregate time series data [Just 
and Weninger (1999)]. The most important uncontrollable factors are weather, pests, 
and unpredictable biological processes, all of which vary from farm to farm. Weather 
and pests can cause either localized or widespread crop failures or shortfalls through 
hail storms, high winds, drought, crop disease, insects, and weed infestations. 

Production variability translates also into relatively larger price variability in agricul- 
ture as well. The difference in price variability among sectors is highlighted by U.S. 
producer price indexes at the finished goods and consumer foods level. The variance 
of annual percentage changes in prices over 1989-1998 was 37.7 for crude consumer 
foods compared to 4.7 for finished consumer goods, 2.1 for finished capital equipment, 
3.8 for processed consumer foods (which represents primarily non-food inputs of pro- 
cessing and packaging), and 5.7 for finished consumer goods excluding foods. 

To illustrate the extent of uncontrollable random variation at the state level, the co- 
efficients of variation (CVs) for corn and wheat yields in the United States in Table 1 
suggest that farmers on average can have only about a 68 Percent probability that pro- 
duction will be in an interval equal to 30 percent of expectations (as implied by nor- 
mality when CVs average about .15). Furthermore, these coefficients of variation are 
considerably higher in some states (ranging from .04 to about .25 for both crops). The 
lower coefficients of variation occur mostly in states where expensive irrigation tech- 
nology is used to compensate for low and irregular rainfall. Furthermore, it should be 
noted that much of the variation experienced by individual farmers is washed out by the 
statewide aggregate data summarized in Table 1 so that the statistics in Table 1 represent 
a significant underestimate of the effect of uncontrollable factors at the farm level. 

Weather and pests are continuous inputs that affect crop growth throughout the en- 
tire growing season. Characterizing technically efficient decisions on the basis of ex 
post random draws of output is difficult because the impact of any vector of inputs 
x i on output (Oy/Ox i) is obscured by previous weather occurrences embodied in a 
largely unobserved state of the crop at time ti and future weather occurrences em- 
bodied in the ultimate observed production, y. Drawing on the well-known literature 
under uncertainty, (x~, G ~) is technically inefficient in an ex ante sense in stage ti if 

G(yi  ] x i, Yi -1)  < G~(yi ] x i~, Y i - l )  for all Yi where G and G ~ are cumulative distri- 
bution functions associated with Yi and x~ >>. x i .  This relationship, however, merely 
represents first-degree stochastic dominance. First-degree stochastic dominance holds 
for a particular distribution (for a particular input vector) if it yields the largest output 
for every state of nature. A similar notion can be developed using conventional input 
distance measures [F~ire (1996)]. If  first-degree stochastic dominance fails, higher or- 
ders of dominance may provide potentially useful comparisons [Eeckhoudt and Gollier 
(1992)]. 
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Table 1 
Coefficients of variation and average yields for U.S. corn and wheat, 1988-97 

State Coefficient of variation 

Corn Wheat 

Mean yield 

Corn Wheat 

Alabama 0.23 0.19 
Arizona 0.06 0.04 
Arkansas 0.13 0.22 
California 0.04 0.06 
Colorado 0.11 0.10 
Delaware 0.19 0.15 
Florida 0.14 0.17 
Georgia 0.19 0.16 
Idaho 0.07 0.07 
Illinois 0.19 0.19 
Indiana 0.17 0.15 
Iowa 0.20 0.18 
Kansas 0.09 0.19 
Kentucky 0.17 0.19 
Louisiana 0.13 0.21 
Maryland 0.22 0.14 
Michigan 0.14 0.17 
Minnesota 0.21 0.25 
Mississippi 0.18 0.24 
Missouri 0.18 0.16 
Montana 0.16 0.21 
Nebraska 0.10 0.12 
Nevada 0.11 
New Jersey 0.16 0.14 
New Mexico 0.06 0.22 
New York 0.10 0.10 
North Carolina 0.14 0.13 
North Dakota 0.23 0.25 
Ohio 0.16 0.13 
Oklahoma 0.13 0.18 
Oregon 0.09 0.11 
Pennsylvania 0.19 0.11 
South Carolina 0.26 0.17 
South Dakota 0.21 0.21 
Tennessee 0.18 0.18 
Texas 0.12 0.14 
Utah 0.09 0.14 
Virginia 0.20 0.13 
Washington 0.04 0.13 
West Virginia 0.17 0.09 
Wisconsin 0.19 0.16 
Wyoming 0.15 0.15 

Average 0.15 0.16 

75.2 38.1 
164.5 91.1 
112.3 43.5 
161.5 77.4 
143.0 33.0 
107.8 55.7 
75.4 34.7 
89.6 40.8 

133.5 72.9 
124.3 49.5 
121.9 52.0 
122.3 38.4 
133.7 33.9 
107.7 49.5 
106.8 33.9 
104.2 54.6 
106.6 50.3 
114.6 35.5 
85.7 37.3 

107.0 43.0 
114.7 30.4 
126.4 34.5 

85.7 
106.2 47.1 
161.0 27.1 
101.5 50.7 
87.7 44.6 
78.0 29.1 

117.7 53.6 
120.1 28.0 
160.9 62.7 
100.6 48.5 
76.2 41.8 
85.1 29.3 

101.2 42.7 
112.3 28.3 
129.6 41.7 
97.7 54.5 

182.0 57.2 
93.1 47.8 

110.9 48.1 
111.8 27.8 

111.2 45.8 
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One of the pressing issues in the measurement of efficiency across firms is that firms 
may have access to the same technology but may not have access to identical distribu- 
tions of weather, i.e., identical distributions of outputs given inputs. To denote depen- 
dence on local random weather, the production response can be represented by 

y = i ( x  1 . . . . .  x m , k ,  8), (6) 

where k represents all relevant capital inputs, ~ is a vector of weather occurrences on a 
particular plot or farm, and the choice of timing of inputs is suppressed for convenience. 

Adding intermediate temporal detail, a more informative representation is 

y:lS (s,(,< ,yo, , ' x "  , z ' ,  z' k}, (7) 

where 8 i represents local weather events occurring during stage ti of the production 
process. The possibility for weather events to cause significant variation in final or stage 
output is large. Weather can cause certain operations (stages) to be largely ineffective or 
consume excessive resources unless choices of timing are altered. For example, trying 
to cultivate a field that is too wet can cause tillage to be ineffective or consume excessive 
labor. Or trying to plant a crop before adequate rain can result in an inadequate stand 
of seedlings. The associated consequences for output can be dramatic. For example, 
delaying planting of corn in Iowa beyond the average optimum of May 1 to May 20 
implies more than a 10 percent decline in yields [Burger (1998)]. Weather can also 
reduce plant growth with excessive heat or inadequate rain or destroy crops at any stage 
through hail storms. 

An important result following from the lags in (7) is that realized output may not 
be monotonically increasing in input variables. For example, bad weather (pest infes- 
tations) can reduce yields while motivating managers to use more labor (pesticides). 
Thus, a regression of output Ytn on some total input vector x = . ~ i  Xi may suggest a 
negative association for some variables even though OEi (ytn)/ax Z is positive, where Ei 
is the expectation of Yt,, taken at time ti (using information available at time ti). This 
has led some economists to model particular inputs as controlling the damage to normal 
growth [Feder (1979)]. 

Considerable early efforts were made to determine the relationship between yields 
and weather [Doll (1967); McQuigg and Doll (1961); de Janvry (1972)]. These stud- 
ies try to use weather and ex post measurements of yields to model the conditional 
distributional of yields given controlled inputs. Voluminous data compiled by the U.S. 
National Weather Service include hourly temperature, wind, and precipitation data at a 
large number of weather stations in the United States. Because the data is so voluminous 
and detailed, suitable aggregator functions are needed but have not been developed. A1- 
tel-natively, recent work has been content to consider a Taylor's series approximation 
of (6) at, say, En(~) = 0 and estimate functions such as y = f ( x ,  yo, k) + ~(x, yo, k)~ 
where Y0 is typically not measured. This leads to a function in terms of controllable 
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inputs plus a heteroscedastic error [Just and Pope (1978, 1979); Antle (1983)]. More 
formally, a first-order Taylor series approximation of (7) is 

x m z ' , 0 ) )  Y = { f * ( f l ( x l , y o ,  z l , o )  . . . . .  f m (  ,Ym-1 ,  

* 1 z l ,0) ,  . , f ro (  , Y m - l , Z  m, <~ + f ; ( f l ( x  ,yo,  . .  x m O))~IZ i k}, 
(8) 

where subscripts of f*  represent differentiation, transposition is ignored for simplicity, 
and e is a vector composed of e 1 . . . . .  8 m. The key marginal effect of x i on the variance 
(mean-preserving spread) of y is thus 

0 var(y ) /Ox  i = 2f*  (.)f£*i (')Era (e 2) (9) 

and has signs determined by elements of f * ( . ) f *x i  (.). 
While the structure of (8) appears quite complex for empirical purposes, consider- 

able common structure between the first and second fight-hand terms can be exploited 
for efficiency purposes. For example, the same separable structure is preserved in both 
the mean and the shock portion of production because it is generated by the same re- 
cursive structure of the production stages. Thus, if seeds are separable from labor and 
machinery in mean wheat production, the same should also be true for the variance. As 
suggested by Antle's (1983) work, the framework in (8) and (9) can also be expanded in 
a straightforward way to consider higher moments of the output distribution. The more 
recent work of Chambers and Quiggin (1998) can also be considered as a generalization 
of this characterization of production because it characterizes stochastic production by 
the production set in every state of nature [see Moschini and Hennessy (2001) in this 
Handbook for a brief explanation]. 11 

More importantly, Equations (8) and (9) highlight a central issue in decision mak- 
ing when mean-variance decision models are appropriate; namely, that an input may 
contribute to the mean differently than it contributes to variance. Indeed, the contribu- 
tions may be opposite in sign. An input in which (9) is negative (positive) is typically 
called risk reducing (increasing), following Just and Pope (1978, 1979). Another related 
possibility is to classify inputs based upon the marginal effect of risk aversion on use 
[Loehman and Nelson (92)]. A large body of research has developed on risk-reducing 
marketing, production, and financial strategies. Further examples of empirical research 
measuring the stochastic characteristics of inputs are found in Love and Buccola ( 1991); 
Regev et al. (1997); Horowitz and Lichtenberg (1993); and Nelson and Preckel (1989). 
However, for the most part, these studies have explored possibilities on a piecemeal 
basis and have not produced a coherent and widely used framework for agricultural 
production analysis. Many questions remain. How explicitly do stochastic elements of 
production have to be represented? Does the source of stochasticity make a difference? 
How can the micro-level stochastic production problem be represented adequately with 
available data? 

11 Assuming technical efficiency, characterizing all the moments of output is equivalent to characterizing 
efficient production in every state of nature because of the uniqueness of moment-generating functions. 
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2.5. Interseasonal complexity of biological and physical processes 

A host of longer-run (inter-year) issues also complicate matters [Nerlove and Bessler 
(2001)]. Like manufacturing, these involve evolutions of the capital stock represented 
in k from one production period to the next and how these affect technology. The state of 
the capital stock is affected by how heavily it has been used in previous periods (which 
determines the likelihood of time-consuming breakdowns and costly repairs) as well 
as by net investment. However, an important consideration in agriculture is that initial 
crop-year soil conditions and pest infestations/resistances and perennial crop states in 
Y0 are dependent on previous cropping choices, fertilizer and pesticide applications, and 
soil tillage. The state of the machinery capital stock may be largely observable through 
inventory records and by inspecting wear, while the state of soil and pest conditions is 
largely unobservable except through extensive (and in some cases impractical) testing. 12 

In this context, both Y0 and k are affected by decisions in earlier growing seasons. 
Regarding t now as spanning growing seasons, output is Markovian through both Y0 and 
k. This phenomenon is manifest by crop rotation practices where weed or insect cycles 
are broken by switching a given plot among crops on a regular basis. The need for such 
rotation is typically realized on the basis of previously observed infestations that occur 
otherwise, rather than direct indications of carry-over soil or pest conditions. Rotation 
actions are often undertaken on a preventative basis because once a serious problem 
occurs it affects an entire growing season before corrections can be made. Thus, a care- 
ful delineation of intertemporal production possibilities implies consideration of inter- 
and intra-year effects. Implied models contain non-linear dynamics with accompanying 
instability [Chavas and Holt (1991, 1993)]. 

The static or short-run generic description of technology in Sections 2.1-2.4 is consis- 
tent with this depiction of inter-cycle production because the choices made in a previous 
growing season are fixed in the current growing season. However, this simplification in 
theoretical modeling does not imply that initial conditions in Y0 can be ignored in em- 
pirical work as most production studies have done. Empirical work documenting the im- 
portance of inter-cycle production phenomena through carry-over conditions has been 
limited. See, e.g., Chambers and Lichtenberg (1995) for a rare study of interseasonal 
investment in soil capital. 

The forward impacts of input choice are essential to many agricultural economic 
problems. For some inputs a positive future effect is clear, OYi+j/OX i > 0, j > 0, while 
for others it is negative. For example, fertilizer has both initial and future positive ef- 
fects (ignoring externalities) due to the carryover of nutrients in the soil [Woodward 
(1996)]. However, many pesticides have negative dynamic effects by inducing pest re- 
sistance [Hueth and Regev (1974); Clark and Carlson (1990)]. In addition, interpreting 

12 Often limited spot testing of soil is used as a basis for prescribing fertilizer needs but the results give only 
a crude estimate of the inventory of soil conditions. The extent of weed seed carry-over and gestating insect 
infestations are impractical to assess. 
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the Yi's as outputs in a given year, it is clear that nitrogen fixation of legumes and other 
crop rotational issues have positive marginal dynamic effects on future outputs. Seem- 
ingly, micro-studies of crop choice must consider these effects if they influence observed 
farmer choices. Finally, capital decisions have important interyear effects [Vasavada and 
Chambers (1986); Vasavada and Ball (1988); Morrison and Siegel (1998)]. 

While many advances have been made in conceptual representation of these intersea- 
sonal issues of production, many questions are not well understood. Data for investi- 
gating these issues empirically has been lacking, particularly for crop production, and 
accordingly few empirical studies have been undertaken. While livestock production has 
been examined with more dynamic detail, models have been conceptually less elegant 
and, thus, of less interest. Accordingly, little is known about interseasonal behavioral 
preferences, particularly where risk issues are important. 

2.6. Atomistic heterogeneity and aggregation 

While the concepts of production theory generally are developed at the individual firm 
level, much of the empirical work in agricultural production is done at the aggregate 
level of a state or nation. Use of aggregate data has occurred because few firm-level 
data sets have been developed and access to them is limited or conditional. 13 Thus, the 
discussion of agricultural production analysis cannot be complete without considering 
the problem of aggregation. 

Agriculture is atomistic with respect to most products. That is, the number of firms 
is large and each is individually unimportant at aggregate levels. Nevertheless, farms 
differ in many ways. The wide distribution of technology employed simultaneously 
across farms suggests one dimension of this problem. Another dimension is the wide 
variation in climate and soil quality across farms. Differences in soil quality have been 
highlighted historically by U.S. Natural Resources Conservation Service (formerly U.S. 
Soil Conservation Service) classifications of soil and land characteristics but are increas- 
ingly highlighted by precision farming techniques, localized incentives for environmen- 
tal preservation and conservation practices, and location-specific environmental policy. 
The implications of variation in climate and soil for crop production and variability are 
depicted by the variation of both average yields and coefficients of variation of major 
crops among states in the United States as illustrated in Table 1. These variations explain 
much of the dramatic difference in crop mixes chosen by farmers from one location to 
another. 

13 There are exceptions such as the Agricultural Resource Management Study (formerly the Farm Cost and 
Returns Survey) data compiled by the U.S. Economic Research Service and the Kansas State University Farm 
Management Survey data in developed agriculture, and the ICRISAT Household Survey data and various other 
World Bank surveys in developing agriculture. However, access to such farm-level surveys tends to be limited 
to those with in-house affiliations, willingness to analyze the data in-house, or willingness to collaborate, and 
thus such data has been explored only to a limited extent. 
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Another dimension of heterogeneity imposed by geographic differences in climate 
and soil quality is the heterogeneity in prices induced thereby. As a result, land rents, 
the opportunity cost of labor and the price of services do not follow the law of one 
price. A considerable amount of output price variation also occurs due to differences in 
climate-induced product quality and timing of production [Pope and Chambers (1989); 
Chambers and Pope (1991)]. 

Though many inputs have similar marginal products across farms as well as space 
and enterprises, others such as chemicals, purchased services, and some machinery are 
highly and increasingly specialized. Some pesticides have primarily pre-emergent uses 
and others have primarily post-emergent uses. Most pesticides are used primarily on 
only a few crops and thus differ across farms. Aerial spraying equipment is primar- 
ily used for post-emergent applications while ground operations are primarily used for 
pre-emergent application. Aggregating such pesticide uses or machinery services over 
farms as well as time and space can be problematic. As technology turns more toward 
genetically engineered seeds, such as Roundup-ready soybeans which introduce depen- 
dence on specific pesticides, the allocation of a given total input quantity to enterprises 
to achieve technical efficiency may be trivial on individual farms but underrepresented 
by aggregates. 

To represent heterogeneity, let G(e, k [ 0) represent the distribution across all farms 
of characteristics such as weather and pests, capital and technology, management ability, 
and other policy and input constraints imposed on farms by external conditions. Then 
following the representation in (7), aggregate production response is described by 

f • 1 y =  { f  (fl(X ,yo, g l ,g  1) . . . . .  fm(xm,ym-l,Zm,¢m))lzi  <.k}dG(e, klO). 

(10) 

In this framework, standard regularity conditions fail at the aggregate level even under 
profit maximization but distribution-sensitive aggregation such as in (10) can preserve 
practical versions of regularity conditions [Just and Pope (1999)]. These results raise 
questions about how specifically and explicitly stochastic sources of variation must be 
represented in production models. Of course, related considerations of heterogeneity in 
prices, expectations, and risk preferences are necessary to derive supplies and demands 
from representations of the production technology. 

2.7. Implications of the unique features of agricultural production 

The discussion in Sections 2.1-2.6 emphasizes a number of unique features of agricul- 
tural production that require specific attention. Time lags and stages imposed on the 
production process by biological characteristics of production suggest that one should 
appropriately represent the allocation of inputs over time within a crop season. Flexibil- 
ity of crop mixes and specificity of inputs by crop (or location) highlight the importance 
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of representing allocations over these dimensions. The role of farmer-owned resources 
such as land and labor, and their allocation, may imply significant economic constraints 
that, in turn, complicate the aggregation of capital service flows and family labor over 
time. How appropriate is production modeling when based only on data aggregated 
across these dimensions? How limited are the sets of issues that can be investigated? 

Though empirical economic practices must of necessity work with aggregates at some 
level, we believe that agricultural economists have often been cavalier about temporal 
and spatial (biological) structure and heterogeneity in agriculture. This has led to in- 
appropriate grouping of inputs and outputs over space and time. Spatial dimensions of 
input groupings may be particularly important in agriculture because inputs must be tai- 
lored to the heterogeneity of farm resources, which differ substantially by climate and 
land quality (location). For example, ignoring these circumstances may lead economists 
to conclude that too much land is used by a large farm with heterogeneous land quality 
in comparison to a "best practice" when in reality economists are not using "best prac- 
tice" methods of aggregation. Such practices have implications for measuring technical 
or other inefficiencies as well as for measuring behavior. Similarly, time dimensions of 
input groupings may be more important in agriculture because production lags tend to 
be longer and thus encounter more price heterogeneity. 

At a minimum, the conclusions that are being drawn must be carefully and fully 
qualified given these possibilities. One purpose of this chapter is to identify the extent 
of needed qualifications. In some cases, existing data allows more careful consideration 
of aggregation issues. For example, inventories of land qualities and of land allocations 
can be used to enhance economic understanding. However, data are rarely collected on 
intraseasonal input choices nor is it generally reported on spatial allocations. Thus, for 
issues that require data on intraseasonal or spatial choice, limitations of current data im- 
ply that there is a clear tension between the description of agriculture in Sections 2.1-2.6 
and available data. Perhaps more importantly, these issues raise concern about whether 
approaches that require the specification of technology, either explicitly or implicitly, 
can correctly reflect technology when temporal and spatial aggregates are used. 

The next few sections of this paper investigate conceptual and theoretical implications 
of the issues raised thus far regarding temporal (Section 2.1) and spatial (Section 2.2) 
allocation of inputs, the potential differences among generic inputs represented by em- 
bodied technology (Section 2.3), and the stochastic nature of production (Section 2.4). 
The nature of constraints imposed on service flows by farmer-owned resources is con- 
sidered explicitly. A set of principles is developed in Section 3 that address these issues 
in agricultural production analysis. Then fundamental theoretical results are developed 
to apply these principles in Section 4. In Sections 3 and 4, we provide a critique of 
current approaches to agricultural production analysis, identify the limitations imposed 
by data availability, and suggest appropriate qualifications that must be attached to agri- 
cultural production studies given data limitations. In some cases, these qualifications 
invalidate many empirical findings to date. We suggest this is one reason for the poor 
performance of duality models noted by Mundlak (2001) and that some of these prob- 
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lems arise from trying to apply the concepts of production economics without sufficient 
attention to the unique features of agriculture discussed in this section. 

Following Sections 3 and 4, we address in Section 5 the extent of generalizations 
that have been achieved in agricultural production analysis regarding the other unique 
features of agriculture identified above (Sections 2.5-2.6) and related issues. Relatively 
less emphasis is placed on these issues in this chapter because they are emphasized 
heavily by Sunding and Zilberman (2001) and Nerlove and Bessler (2001). However, 
we suggest implications of the principles of this paper that are applicable and which 
call for more structural and detailed analysis, empirical investigation in the context of 
a broader maintained model, and more adequate representation of heterogeneity as data 
allows. 

3. Principles of agricultural technology representation 

Before proceeding to consider appropriate principles for agricultural production anal- 
ysis, introduction of some conventional concepts and definitions is useful to facilitate 
discussion. Following the seminal work of Nobel laureate Gerard Debreu, we define an 
economic good not only physically but also temporally and spatially [Debreu (1959, 
pp. 28-32)]. In other words, date and location in addition to physical identification of 
a commodity are essential. Debreu emphasizes that this distinction "should always be 
kept in mind" in his comprehensive mathematical representation of economic phenom- 
ena (p. 32). Thus, fertilizer applied to a particular wheat field at planting time is con- 
sidered distinct from post-emergent fertilizer applied to the same wheat field at a later 
date and from fertilizer applied in planting a barley field or another wheat field even if 
on the same date and farm. Debreu also emphasizes with a long list of examples that 
the physical identification of goods must be complete. As an example, he emphasizes 
that land must be described completely by the nature of the soil and subsoil charac- 
teristics, crop residues, etc. (p. 30). These considerations have important implications 
for the analysis of agricultural production because of the unique features of agricultural 
production involving long time lags in the production process, wide variation in prices 
and local weather conditions, and great heterogeneity both among and within farms. 

In contrast to Debreu's clear conceptual definitions, we note that carrying the distinc- 
tion of space and time and even many of the attributes of physical identification has been 
largely dropped from empirical agricultural production studies. For example, it is not 
unusual to represent output as a single aggregate commodity, a two-dimensional mea- 
sure with crop and livestock aggregates, or a short vector consisting of the aggregate 
production of several crops. Inputs often consist of four to six aggregate annual input 
quantities such as land, fertilizer, pesticides, seeds, labor, and machinery services. The 
role of weather and pests is usually swept under the guise of an ad hoc homoscedastic 
error term. Examples of such studies include many widely referenced studies of U.S. 
agriculture over the past two decades and virtually all of the production studies refer- 
enced in the survey by Shumway (1995). Thus, the specifications in (1)-(10) are rarely 
employed empirically in agriculture. 
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For better or worse, agricultural production studies have increasingly relied upon 
readily available data to illustrate advances in technical methods of analysis. Readily 
available data, however, tends to consist of highly aggregated public data in which 
temporal detail (within a growing season) and spatial detail (among plots, farms, or 
land used to produce specific crops) is lost. As economists have become more heav- 
ily focused on policy-related applications, the aggregate level of analysis has taken on 
elevated importance. By comparison, as economists have focused relatively less on sup- 
porting the management of firms, emphasis on analyses of individual firm data has 
decreased. In consequence, as production economists have become more focused on 
aggregate responses and aggregate productivity, technology has tended to be described 
by a production possibilities frontier (PPF) where both inputs and outputs have been 
stripped of their temporal and spatial dimensions. 

Our purpose is to consider the validity and implications of such practices and illus- 
trate the need for development of data sets that allow the underlying hypotheses to be 
tested. Results demonstrate that the failure of modern agricultural production analysis, 
and of typical implementations of duality theory in particular, may be due to such prac- 
tices. We note also, however, that potentially necessary generalizations can be made in 
a variety of frameworks including dual models, but such generalizations are likely to 
require better firm-level data than has hitherto been available. 

3.1. A general framework for  production analysis 

To facilitate formal analysis, we define a general notation that applies through the re- 
mainder of this chapter. Following the distinctions emphasized by Debreu, available 
technology for production is represented by W 6 ~(k, 8) where 

W ~ R '~ is a netput vector of inputs (if negative) and outputs (if positive); 

~3 is the feasible short-run production set; 

k ~ R+ k is a vector of firm-controlled resources; 

e c R+ ~ is a vector of uncontrolled inputs that describes the state of nature; 

both W and k are defined with temporal, spatial, and physical detail; firm-controlled 
resources in k include family attributes and capital (land, buildings, and machinery) 
that determine recurring availability of family labor and capital service flows with tem- 
poral, spatial, and physical detail; and uncontrolled inputs include weather and pest 
infestations, also with temporal, spatial, and physical detail. Revisions in the capital 
stock through investment may change the amount of recurring capital service flows, for 
example, following a putty-clay framework, but need not be considered in the short- 
run case of Sections 3 and 4. Because firm-controlled resources are available in fixed 
amounts depending on capital stocks and family composition, the service flows from 
them must be allocated either temporally or spatially across competing production ac- 
tivities. These are called allocated fixed factors following the terminology of Shumway, 
Pope, and Nash (1984). 
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Typically, the netput vector is partitioned into inputs and outputs. Following Sec- 
tion 2.1, we further distinguish purchased variable inputs from allocated fixed factors 
so that W = (Y, - X ,  - Z )  where 

11 v 
Y ¢ R~ is a vector of output quantities, 

X 6 R~ ~ is a vector of purchased variable input quantities, and 

Z 6 R+ is a vector of allocations of allocated fixed factors, 

where n = ny  + nx + nz .  Thus, allocations of recurring capital service flows and fam- 
ily labor appear in Z. Netputs if negative represent net inputs which impose costs or 
deplete firm-controlled resources, and if positive represent net outputs which generate 
revenue. Thus, the partitioning of netputs into inputs and outputs is regarded as a local 
convenience and may not apply globally. For example, some goods may be purchased 
as inputs in some circumstances and produced as outputs in others, and some capital 
services may be provided fully by firm-owned machinery in some circumstances and 
purchased by means of commercial contracting in others. 

We argue that temporal, spatial, and physical distinctions should not be dropped until 
doing so can be demonstrated to be appropriate. The purpose of Section 3 is to demon- 
strate some of the problems encountered by doing so while Section 4 presents a more 
general disaggregated analysis. Interestingly, temporal and spatial distinctions are com- 
monplace in the agricultural marketing literature although largely ignored in the agricul- 
tural production literature. To investigate the importance of temporal and spatial detail, 
the input and output vectors require further partitioning following 

m 
y ~ [ y l  . . . . .  ym}, y ~ Z y i ,  

i-1 
m 

x _{xl . . . . .  

i = 1  

m 

Z=-{Z  1 . . . . .  z m } ,  Z - ' = E g  i, 

i = 1  

where i = 1 . . . . .  m indexes time and/or location and y, x, and z represent aggregate 
vectors of outputs, purchased variable inputs, and allocated fixed factors, respectively, 
which include only physical detail. For example, each x i may specify quantities of 
specific seeds, fertilizers, and pesticides to apply as inputs at a time and/or location 
indexed by i and y i  may give quantities of specific types of outputs that occur at a 
time and/or location indexed by i. Interesting questions arise in considering aggregation 
over time and/or space. For example, one may consider when the feasible production 
set can be adequately represented by w ------ (y, - x ,  - z )  e ~-m where ~ m represents a 
feasibility set devoid of temporal and/or spatial detail. 
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For purposes of  facilitating discussion of  practical implications of  technical effi- 
ciency, corresponding price vectors are also defined. Let P be a price vector corre- 
sponding to output vector Y and let R be a price vector corresponding to input vector 
X. Then short-run profits can be represented by Jr = P Y  - R X .  Suppose also that 
price vectors are partitioned temporally and/or spatially as in the case of  Y and X so 
that short-run profits are equivalently expressed as n = ~ im=l  (pi  y i  _ r i x i ) .  Finally, if 
and only if p = pi and r = r i for i = 1 . . . . .  m can profits be generally expressed with 
temporal and/or spatial aggregation as Jr = p y  - rx .  

Agricultural economics has long-standing traditions of pursuing production analy- 
sis using both set theoretic models (often represented by normative mathematical pro- 
gramming models) and smooth econometric representations of either average or frontier 
technologies. For example, the production set is commonly represented by the trans- 
formation function F where ~ = {W [ F ( W )  <. 0} in the general netput case or ~ = 
{ (Y, - X, - Z) [ Y ~< f (X, Z) } in the partitioned case with explicit inputs and outputs. 14 
For smooth econometric representations, equality in the transformation relationship de- 
fines the boundary or frontier of the production set, i.e., F ( W )  = 0 or Y = f ( X ,  Z)  are 
the boundaries of production sets defined by F ( W )  <~ 0 or Y <~ f ( X ,  Z),  respectively. 
Representations of  average technologies follow Y = f ( X ,  Z)  + ~ where g represents 
random or uncontrolled inputs and E(8) = 0 is used to represent average efficiency 
conditions. Such models are popular in general agricultural production problems. Al- 
ternatively, one-sided error term models such as ¥ = f ( X ,  Z)  + ~ where e ~< 0 have 
been used where efficiency is of primary interest, in which case all deviations denote 
random deviations from the case of  efficient production, ¥ = f (X, Z) [see Fried etal. 
(1993)]. 15 In these various models, the technology is described by measures such as 
production elasticities, scale and scope economies, factor substitution, productivity and 

14 In cases with only one output where F is a scalar function, the existence of the function f follows from 
continuity of F by the implicit function theorem based on the classification of W into Y, X, and Z. As argued 
below, however, in some cases consideration of a vector-valued f function is appropriate for representing 
multiple outputs. 
15 Of the smaller programming-based literature in agricultural production economics, data envelopment anal- 
ysis (DEA) is becoming prominent. The strength of DEA is that it imposes less structure on the form of 
production and follows the language of leading graduate micro-theory texts [e.g., Varian (1992)]. Its current 
weakness seems to be that it is not easily used to address the breadth of questions usually considered by 
agricultural production economists and it generally assumes that all variation in observed production rela- 
tionships is due to technical inefficiency rather than random, unmeasured, or uncontrollable factors (the same 
assumption typically applies also to econometric models with one-sided error terms). 

Until recently, another weakness was that procedures for statistical inference were not available 
[Vanker (1996)]. While statistical inference in data envelopment analysis (DEA) models is not yet fully de- 
veloped, DEA is likely to become fully integrated with econometric methods eventually. In this chapter, our 
discussion tends to focus on smooth functional representations of production, possibly including cases such 
as Leontief fixed-proportions production in practice. Thus, we build upon the simple generic representation 
above to draw implications directly for typical econometric practices. However, we note that the principles 
and results implied by the unique features of agriculture have applicability for other approaches to modeling 
agricultural production. 
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t echn ica l  c h a n g e  bias ,  d i s t ance  func t ions ,  separabi l i ty ,  and  (non) jo in tness ,  w h i c h  we 

he rea f t e r  cal l  " s t anda rd  charac te r i s t i cs" .  16 

3.2. Traditional concepts  o f  efficiency 

Tradi t ional ly ,  the  f ron t ie r  of  the  p r o d u c t i o n  set  has  b e e n  u sed  as a r ep re sen t a t i on  o f  

t echn ica l  efficiency. S a m u e l s o n  (1967) ,  for  example ,  def ined  aggrega te  t e c h n o l o g y  b y  

the  PPF  d e n o t e d  by  F ( y ,  x)  = 0 w h e r e  y and  x are aggrega te  vec tors  o f  ou tputs  and  

inputs ,  r e spec t ive ly  ( the serv ice  f low vector ,  z, is t empora r i l y  d r o p p e d  for  c o n v e n i e n c e  

and  congruence ) .  S a m u e l s o n ' s  PPF  was d e t e r m i n e d  b y  var ious  separa te  t e chno log ie s  

for  e ach  ind iv idua l  ou tpu t  d e n o t e d  b y  Yi = f i  (x i) w h e r e  Yi is an  e l e m e n t  of  y,  and  

x i is a n o n n e g a t i v e  vec to r  of  fac tor  a l loca t ions  to p r o d u c t i o n  act ivi ty  i. The  PPF  is 

thus  a s m o o t h  func t i on  d e t e r m i n e d  b y  agg rega t ion  o f  i nd iv idua l  p r o d u c t i o n  func t ions  

[ S a m u e l s o n  (1967,  pp. 230-231)1 ,  e.g., 

F ( y , x ) = -  yl - f * ( y  1 ,x ) ,  I "} f* (y_ l ,x ) -max  yl [ y i = f , ' ( x i ) ,  i = 1  . . . . .  n y ; x = ) - - ~ x  ~ , 
i=1 

(11) 

whe re  x is the  aggrega te  inpu t  vec to r  tha t  d e t e r m i n e s  the  PPF, and  y 1 is a vec tor  

c o n t a i n i n g  all  e l e m e n t s  of  y o ther  than  Yl, i.e., y = (y l ,  Y-1 ). Thus ,  S a m u e l s o n  did  not  

m a i n t a i n  the indus t ry  (or  p r o d u c t i o n  act ivi ty)  d i s t inc t ion  w h e n  re fe r r ing  to F in (11).  

For  example ,  w h e r e  i i ndexes  p r o d u c t i o n  act ivi t ies  by  t ime  or locat ion,  the  t e c h n o l o g y  

r ep re sen ta t ion  in (11) does  no t  re ta in  t empora l  or  spat ia l  detail ,  respect ively.  

Fo l l owing  Samue l son ,  the  ear ly  l i tera ture  on  p r o d u c t i o n  eff ic iency was b a s e d  largely  

on  a c o m p a r i s o n  of  ac tua l  p r o d u c t i o n  to the  PPF  [e.g., Farre l l  (1957)] .  T h e s e  b o u n d a r y  

poin ts  m a y  or m a y  not  b e  t echn ica l ly  efficient.  For  example ,  the  eff ic ient  set  is at bes t  

a subse t  of  the  b o u n d a r y  cons i s t ing  o f  all W c ~ such  that  there  is no  d is t inc t  W ~ 6 

16 Typical assumptions employed to make these technology representations meaningful include (suppressing 
the arguments of ~ for convenience): (1) ~ is nonempty, i.e., there exists at least one W E ~; (2) ~ is convex 
in W, i.e., if W, W I 6 ~ then kW + (1 - k)W f 6 ~ where k c [0, 1]; (3) ~ is closed, i.e., if W k c "~ such 
that W k --+ W then W c ~; (4) inaction, i.e., 0 c ~; (5) free disposal or monotonicity, i.e., W - R~ C 
if W 6 ~, which implies that if X can produce g then X ~ ~> X can produce at least Y; (6) additivity, i.e, if 
W, W 1 E ~ then W + W ~ c -~; and some subset of (7a) nonincreasing returns to scale, i.e., if W c ,~ then 
kW c ~ where k ~ [0, 1]; (7b) nondecreasing returns to scale, i.e., if W E ~ then kW 6 ,~ where k ~> 1; and 
(7c) constant returns to scale, i.e., if W c ,~ then kW c ,~ where k ~> 0. As an example of a subset of the 
latter three, decreasing returns to scale occurs when (7a) but not (7c) holds. It is important to note that various 
combinations of these assumptions have distinct implications. For example, additivity plus constant returns 
to scale implies that ~ is a convex cone. Also, adding setup costs to any one of the other properties may yield 
a very different property. For example, setup costs with inaction introduces nonconvexities into W. Note also 
that items (6) and (7) can be rewritten using a production transformation function as: (6 I) if F(W) <~ 0 and 
F(W ~) <~ 0 then F(W + W I) <~ 0; (7a ~) if F(W) ~< 0 and k ~ [0, 1] then F(kW) <~ 0; (7b I) if F(W) <~ 0 and 
k ~> 1 then F(kW) ~< 0; and (7c ~) if F(W) ~< 0 and k ~> 0 then F(kW) ~< 0. 
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with W ~ 7> W. This conceptualization of production has carried through to the modern 
production literature with slight generalization and now seems to permeate most empir- 
ical production analyses of both the data envelopment analysis and conventional econo- 
metric approaches. That is, with these implicit Samuelsonian foundations, the modern 
production literature has evolved toward representation of production in terms of aggre- 
gates of allocations of inputs over time and location. For example, a typical empirical 
model in agricultural production has aggregate output (either for a commodity group 
or for total agricultural output) depending on aggregate annual inputs such as fertilizer 
and pesticides rather than allocations of those inputs to specific locations (e.g., to land 
in specific crops) and stages of production [e.g., Shumway (1983)]. 

For example, Diewert (1974) gives a commonly cited definition of the PPE some- 
times called the transformation function, as Y t -- f*  (Y-l, x) where (when it exists) 

f*(y l , x ) = m a x { y l  I(Yl,Y 1,x) 6-~}. (12) 

The dual input distance function is 

Dl (y, x ) ------max{~ ] x /o~ E v(y)}, 

where v(y) is the set of all inputs x that will produce at least y, e.g., 

v(y) = {x I f*(Y-1, X) /> Yl } : -  {X I (Y, x) 6 -~}. 

A corresponding dual representation of the PPF is thus given by D1 (y, x) = 1. Because 
Diewert explicitly used the language that f*  and D1 characterize the production pos- 
sibilities set and because he immediately applied f*  and D1 to international trade, it 
seems clear that he considered the components of x and y in ~ as neither spatially nor 
industry specific following the tradition of Samuelson.17 

The elimination of spatial and temporal distinction is especially apparent in the cel- 
ebrated paper by Lau (1978). Lau's functional representation of efficient production 
is based on the input requirement function. Suppose that a primary input such as la- 
bor is denoted separately by )~ and that the associated input requirement function is 
3. = co* (y, x l) where x l represents all other inputs such that the full input vector is 
x --- ()~, x I). Clearly, )~ and X_l represent total use of the respective inputs because 
Lau's definition of nonjointness states that production is nonjoint in inputs if there exist 

09 *+ X i i n d i v i d u a l  p r o d u c t i o n  f u n c t i o n s ,  ~i  : i ~,Yi, _ 1 ), s u c h  t ha t  

= m i n  Zco*(yi,xi_ 1 Z x i_ l ,  
i i 

(13) 

17 Of course, Diewelt's (1982) notation could be used to define a PPF in higher dimensions that include both 
spatial and temporal distinctions. However, this is not what he did nor has this been the practice in modem 
production applications to date. Our purpose is to explore the implications of following one practice or the 
other. 
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where x i = ()~i, Xi_l ). Thus, each element of  x is clearly a sum over industry (or indi- 
vidual production activity) uses. 

Lau's  definition suggests another way to obtain the PPF from an underlying opti- 
mization model under nonjointness - that is, by minimizing the use of  one input sub- 
ject to technology constraints for all outputs and endowment constraints for all other 
inputs. Clearly, when co* and co* are continuous and monotonic in y and Yi, the re- 

l 

lationships )~ = v*(y,  x - l )  and )~i = v*(yi,  xi_l ) are equivalent to F ( y ,  x) = 0 and 
Yl = f * ( Y - l ,  x )  in (11), respectively, by the implicit function theorem. Hence, societal 
(or firm) level efficiency is characterized equivalently by an input requirement function 
co* defined over total uses of  other inputs. Again, spatial, temporal, and physical detail 
in x is omitted in the definition co* 

The concept of  efficiency to this point has been discussed without regard to prices 
of  either inputs or outputs. A central tenet of this section, however, is that prices are 
critically important if the leading concepts of production efficiency are to have practical 
meaning. Otherwise, the efficiency concepts that correspond to aggregation of inputs or 
outputs may not be consistent with economic optimization of either costs or profits. 

Consider first the possibility of  functional aggregation in (1) such that inputs can be 
simply aggregated additively following the approach used for most agricultural data. In 
such a case, 

y =  f ( f l ( x l , t l )  . . . . .  fm(xm, tm)) = / ( X  1 Jr- ' ' '@ xm). (14) 

Such additivity (a special case of  strong separability) implies that the marginal product 
of  an input in stage i is equal to the marginal product of  an input in stage j .  Hence, a 
mean-preserving spread in the distribution of an input across stages will have no im- 
pact on output. This assumption implies that generic inputs applied across stages are 
perfect substitutes, which seems unreasonable in virtually all agricultural production. 
Thus, such a rationalization for adding generic inputs is summarily rejected. 18 Perhaps 
more general forms of functional aggregation following Blackorby, Primont, and Rus- 
sell (1978) are appropriate, but additivity seems unreasonable. 

By far, the most common reason to presume that technology can be written with the 
sum of inputs is based upon efficient allocation across outputs. This explanation com- 
monly proceeds by assuming positive use of  each xi in each stage in (3). Efficiency 
implies that annual aggregate inputs are allocated among production stages to equate 
marginal products and rates of  technical substitution across stages. Thus, optimization 
results in the efficient description of technology in terms of the aggregate or added in- 
puts. However, this conclusion crucially hinges on a notion similar to Hick 's  composite 
commodity theorem [Hicks (1956)]. 

18 However, some inputs are apparently perfect substitutes or near perfect substitutes within a stage. For 
example, two brands of fertilizers with the same chemical content may be perfect substitutes. 
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Samuelson (1967, p. 231) made clear the assumption that all inputs had to have the 
same factor prices across industries in his development of the PPE Under such condi- 
tions, efficiency concepts can serve as the first stage of a two-stage optimization process. 
To this end, if x enters as a sum in the PPF definition, it must enter as the same sum in 
the calculation of costs. For example, in the Lau problem, if and only if the wage rate is 
the same for all industries is (13) equivalent to minimizing the cost of an input subject 
to technology and the endowments of other inputs (e.g., by multiplying both co* and co* 
by the same wage rate) which then, in turn, is consistent with profit maximization if all 
input allocations aggregated in x have the same prices. 

3.3. Instructive examples of within-firm aggregation 

Several examples can illustrate the implicit problem of within-firm aggregation across 
commodities and allocations in agricultural data. Consider the case with two outputs, y~ 
and Y2, distinguished over time or space with corresponding prices Pl and p2; and two 
inputs, Xl and x2, distinguished by time or space with corresponding prices rl and r2. 

3.3.1. Case 1." Price homogeneity allows additive aggregation independent of prices 

Suppose technology follows Yi -= fi (Xi), i = 1, 2, so the profit maximization problem 
is 

= max{p1 f l  (Xl)  q- P 2 f 2  (X2) - -  r l X l  - -  r2x2].  
Xl ,X2 - 

If pl = P2 = P and rl = r2 = r, then inputs and outputs can be aggregated additively 
with x = xl -+- x2 and y ----- yl ÷ Y2 so the problem can be represented as 

= xmlaxX22{P[fl(Xl)-~- f 2 ( x 2 ) ] -  r (x l  + X2)} 

= m x a x { p f ( x ) - r x  } 

= rc*(p, r), 

where the aggregate technology f ( x )  is defined independent of prices by an implicit 
maximization, 

f(x) = max[ f l  (xI) -1- f2(X2) IX = Xl -]-X2}. 
Xl ,~2 

(15) 

The maximization in (15) requires equating the marginal products across input uses. In 
many instances, economists (and statisticians who produce the data they use) aggregate 
inputs or outputs simply by adding them as in Equation (14). As noted earlier, such 
practices are typical in conceptual descriptions of aggregate technical efficiency. In em- 
pirical work, perhaps the most common examples of simple adding across space are 
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generic inputs like fertilizer, water or land. On the other hand, capital service or labor 
categories are often summed across time [Shumway (1983, 1988)]. As noted by this 
case, the ability to do so properly hinges on the equality of prices. 

3.3.2. Case 2: Price heterogeneity requires index aggregation 

Reality requires consideration of the case where prices are not equal. For example, 
land typically has heterogeneous quality. Even hard red No. 2 winter wheat prices dif- 
fer by location and time. Suppose prices are not identical, p~ 7~ P2 and rl 7 ~ r2, but 
other assumptions follow Case 1. In this case, quantity aggregation requires use of price 
weights. Assuming the existence of index numbers consistent with Fisher's weak factor 
reversal property [Fisher (1922)], the profit maximization problem can be represented 

a s  

= max{pl f l  (Xl) q- p2f2(x2)  - rlXl - r2x2} 
-~1 ,x2 

= m a x { p f ( x ) - r x }  

= z r * ( p ,  r ) ,  

(16) 

(17) 

where p is an index of output prices, r is an index of input prices, aggregate quantities 
* * = * + y ~ w h e r e  are defined with index weights such that x = x 1 ÷ x 2 and y Yl 

Y~ = ( P l / P ) Y l ,  

x 1 = ( r l / r ) x l ,  

Y2 = (p2/P)Y2, 

x 2 = ( r 2 / r ) x 2 ,  

(18) 

and the aggregate technology is represented by f ( x )  as defined by an implicit maxi- 
mization, 

f ( x )  = m a x l ( p l / p ) f l  ( r x ~ / r l )  + ( p 2 / p ) f 2 ( r x ~ / r 2 )  Ix  = x~ +x~}.  (19) 

In this case, price-weighted marginal products are equated across input uses. Thus, the 
problem is represented accurately with aggregates but the definitions of the aggregates 
depend crucially on the price weights. Dependence on the price weights means that an 
estimate of the technology in (16) or (19) or the profit function in (17) under one price 
regime may not serve well to forecast the response to a different (possibly unobserved) 
price regime, i.e., where the corresponding y = f ( x )  is not known or observed. For 
example, a very different distribution of prices among the outputs (inputs) could lead to 
the same price index p (r) as in (17) but a very different f ( x ) .  

Examples abound where aggregates are not simply summed but are formed as price- 
weighted aggregates. Examples are index numbers in Divisia, Paasche or Laspeyres 
form. Often, Fisher's weak factor reversal property is used so that a quantity (price) 
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index can be implicitly calculated from a price (quantity) index. The important point 
is explicit recognition that aggregation involves heterogeneous prices and products. In- 
dex numbers that are exact for particular technologies have been explored by Diewert 
(1976), who coined the phrase "superlative indexes" for those that correspond to homo- 
geneous second-order flexible technical forms. 

The development of these indexes is typically based upon cost minimization assum- 
ing all prices and quantities are positive. When inputs and outputs are positive and sep- 
arable from one another, index procedures may exist that are exact for both aggregators 
of inputs (in the production function) and outputs (in the input requirements function). 
Clearly, the more aggregate the data, the less likely is observation of a zero production. 
These indexes are clearly useful to represent aggregate output or inputs or even to aggre- 
gate a portion of each. However, they do not generally specify technology in a form that 
can be used to illuminate allocative technical efficiency. Also, exact indexes are not ro- 
bust with respect to behavioral preferences. Profit maximization is a crucial assumption. 
For example, risk aversion where inputs affect risk is sufficient to cause failure. 

Currently, publicly reported agricultural data at county, state, regional, and national 
levels of aggregation contain many Laspeyres aggregations [Shumway (1988)] that are 
exact only for Leontief or linear technology [Diewert (1976)]. Some data particularly at 
state or lower levels of aggregation are constructed using simple summation aggregators 
such as a simple average [Pope and Chambers (1989); Chambers and Pope (1991)]. 
Neither is exact under flexible functional form technology. In recent years, some public 
data aggregated with Tornqvist-Theil indexes across groups of inputs or outputs has 
appeared. This approach is exact for homogeneous translog technology [Ball (1985); 
Ball et al. (1997); Ball et al. (1999)]. However, this and other index approaches are 
limited by the fact that data on many of the groups that go into these calculations are 
constructed with simple summations. 

In lieu of using public aggregate data, some studies investigate agricultural produc- 
tion using one of the few farm-level data sets that have been collected (e.g., the Kansas 
State University farm accounting data). Farm-level data is scarce and, in most cases, 
access is limited. Moreover, from the standpoint of the discussion in this section, farm- 
level data is typically derived from expenditure and receipt information in accounting 
records. Expenditures and receipts are typically aggregated additively over input cat- 
egories, time, and/or spatially separated production activities. Because no indexing of 
prices is used, the implicit assumptions necessarily correspond to Case 1. 

3.3.3. Case 3: Price homogeneity with short-term fixities or corner solutions 

Unfortunately, convenient rationalizations that accompany exact index numbers or sim- 
ple sums in the production possibilities frontier fail when fixed or corner solutions arise. 
Suppose prices are identical across time or space as in Case 1 but that at least one of the 
production activities is constrained by short-term fixities. Where the inputs and outputs 
represent temporal heterogeneity, the fixities could represent family labor or capital ser- 
vice flow constraints that vary by time period. Where the different inputs and outputs 
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represent spatial heterogeneity, the fixities could represent land allocation constraints 
imposed by government policy (acreage set asides, diversion requirements, environ- 
mental restrictions such as pesticide use near surface water, etc.). Suppose technology 
follows Yi = f i  (Xi, Zi),  i = 1, 2, where zi represents, say, the amount of land allocated 
to production activity i. Suppose further that allocation of a fixed input quantity, z, be- 
tween the two production activities is limited by a restriction, Zl ~ z T, that turns out to 
be binding. If Pl = P2 = P and rl = r2 = r, then the profit maximization problem is 

Jr = m a x { P i l l  (Xl, zi)  -~- f2(x2, z 2 ) ] - r ( y l - ~ - x 2 )  [Zl = Zl, 7.* = Zl 'q- z2 }. 
Xl ,x2 

In this case, the inputs and outputs can be aggregated additively with x = xl + X2 and 
y = Yl + y2 as in Case 1 but the problem requires a more complicated representation: 

7-( = m a x { p [ f l ( X l , Z ~ ) +  f2(x2, Z -  aT) ] - -r(Xl ~- x2)} 
1,2 

= max lP i ( x ,  zT, z ) - r x  } 

= 7r*(p,r,z~,z).  

(20) 

(21) 

Here the aggregate technology, f ( x ,  z~, z), can be defined independent of prices but not 
independent of the short-term fixities, 

f (x ,  = I i  z ; )  + i2( 2, z - I = + 

The latter implicit maximization requires equating the marginal products of x across 
input uses but the marginal products depend on how fixities affect land allocation. If 
factors affecting these fixities (z~ or z) vary over observations (time or space) used to 
estimate the production problem, then the specification and estimation of (20) or (21) is 
not as simple and elegant as standard methodologies imply. Specifically, estimation of 
(20) and (21) is not generally valid unless the disaggregated allocation of land is consid- 
ered explicitly. This implies that the state-level practice of simply adding acreage for the 
estimation of crop technologies is problematic unless land is homogeneous. The con- 
strained problem becomes particularly complicated if such constraints are intermittently 
binding across observations that represent different land qualities or are intermittently 
imposed across time or space by government policy. 

As noted in Section 2.1, agricultural production economics has compiled substantial 
conceptual and empirical support for treating capital and family labor service flows 
as constrained at crucial times during the growing season. Thus, in certain stages of 
production in (2), labor or capital service constraints may be binding. These will likely 
have different shadow values because constraints will be binding in some periods and 
not others. Any attempt to represent efficiency in terms of total availability or total use 
of a service is inappropriate. 
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3.3.4. Case 4: The case o f  corner  solutions with ex pos t  ad jus tment  

Now suppose that a random state of  nature is introduced to which the producer can re- 
spond, e.g., by applying pesticides if a pest infestation is observed. Suppose production 
follows Yi f i  (xi ,  z i ,  ei) c~i = = Z i [ f l i  -~- (1 - f l i ) ( 1  - e-Xi)] ei where e i is a random state 
of  nature equal to zero or one depending on whether a pest infestation occurs, ~i > 0, 
0 </3i < 1. Thus, if ei = 0, then production is Yi = z~ ~. If  ei = 1, then a portion of  the 
crop is lost resulting in (i) production Yi = flizC~ i if no pesticide is applied or (ii) pro- 
duction asymptotically approaching the case of  no pest infestation as large amounts of  
pesticides are applied. Suppose land allocation must be determined prior to realization 
of  the state of  nature and must satisfy the binding land constraint, zl + z2 = z. Then the 
profit maximization problem is represented by 

Jr = max/g[max/~---~,piz~' [~i + ( 1 -  ~ i ) (1 -  e-X')] e' 
Zl,Z2 [ LXl ,X21  ~ T  - 

--~i rixi}] ZI+Z2=Z} 

= m a x { p f ( z , x , e , , e 2 ) - r x }  

= 7c*(z, p,  r, el, e2), 

(22) 

(23) 

where E is an ex ante expectation, p and r are price indexes for outputs and inputs, 
respectively, and aggregate quantities are again defined with index weights so that x = 
x 1. + x~ and y = Yl* ÷ Y2* following (18). For this problem, the aggregate technology 
must be defined by the implicit maximization, 

( / 

/ Z *  e~i " ' " x * f(x,61,e2):max ~~(Pi/P)( i) [fli-}-(1--fli)(1--e rx[/r,)]e~ : x  1 - t - x ~  , 

xr,x~ l i l 
(24) 

where 

(z ,z lx) = argmaxgImaxl i(Pi/P)z /i[ izl,z2 LX*,'X*2 ! , + ( 1 - / 3 i )  

X ( l - - e - r X ' / / r i ) ]  ei 

For this problem, the price-weighted marginal products that are equated across input 
uses are dependent on the states of  nature. For example, for (22), (23) or (24) to correctly 
reflect technology, they must be conditioned on disaggregated states of  nature. 
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These cases make clear that simple index procedures may not be empirically appro- 
priate when comer  solutions, fixities, price heterogeneity or ex post adjustments are 
present. 19 The essential point relevant to representation of production technologies in 
terms of aggregate inputs and outputs is that either (i) prices (or shadow prices) of those 
goods that are aggregated addifively must be homogeneous or (ii) aggregation must fol- 
low index forms appropriate to the (unknown) technology. In the latter case, production 
choices must not be constrained by fixities and cannot involve ex post adjustment to 
states of  nature. Otherwise, disaggregated data is required to represent efficiency, i.e., 
production possibilities fi'ontiers expressed solely in terms of simple aggregates are not 
well defined. 

Some important principles implied by the above cases are as follows: 

PRINCIPLE 1. Each unconstrained input aggregation in the efficiency concept should 
be composed of allocations that have identical prices if  fixities or ex post adjustments 
affect those allocations. 

PRINCIPLE 2. Each output aggregation in the efficiency concept should be composed 
of  output quantities that have identical prices ~fixities or ex post adjustments affect 
their production. 

It is tempting to state each of these principles in a form that requires identical prices 
generally. Indeed, the basic concept of  technology is typically stated in terms of sets 
or functions defined over inputs and outputs alone (not depending on prices). Clearly, 
Case 1 illustrates what is required to represent such technologies. However, Case 2 and 
the exact aggregation literature clearly show that prices can be appropriately used to 
aggregate inputs or outputs when, for example, the fixities and ex post adjustments of 
Cases 3 and 4 are not present. In these cases, theorems are required to rationalize pro- 
cedures for aggregation using prices as illustrated by the influential work of Diewert 
(1976). However, these theorems for aggregation via price indexes require knowledge 
of the functional form of technology, the class of  behavior, and all prices that provide 
behavioral incentives. A number of circumstances limit the practical usefulness of these 
results. For example, markets for risk are generally believed to be incomplete in agri- 
culture so that necessary prices may not exist. An example can illustrate these index 
problems when production is random. 

3.3.5. Case 5: Dependence of  exact indexes on behavior and technology 

Suppose technology is quadratic and random of the form 

y = f ( x ) e  = (xAx)e ,  E(e) = 1, 

19 Differences in marginal returns due to failure to adjust to identical prices was recognized as a significant 
problem in published productivity indexes by Griliches (1963) who attempted to estimate the difference in 
marginal returns among input allocations and to correct index number measurements accordingly. 
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(where transposition is suppressed for convenience) and that the firm is an expected 
utility maximizer solving 

maxE[U(wo + p f  ( x ) e  - r x ) ] ,  

where all prices are certain, p is output price, r is a vector of input prices, U is utility, E 
denotes expectation, and w0 is certain initial wealth. The first-order conditions (assumed 
sufficient) are 

P f x  (x)  - r - Rx (p ,  r ,  wo) = O, 

where Rx is the marginal risk premium. Following the quadratic lemma of Diewert 
(1976), the difference in output from some base period is given by 

E(y) - E(y0) = .5 [ fx  (x )  ÷ f x  (x0)] (x - x0), (25) 

where x0 is the base period vector of inputs and Y0 is the corresponding output. Inserting 
the first-order conditions from expected utility maximization into (25) gives 

E(y) - E(y0) = .5[(r + R x ) / p  + (ro + Rxo ) /Po] (x  -- xo) .  

Assuming that inputs are normalized so that E(y0) is a known constant, expected output 
is known only if the two marginal risk premiums are known. Under risk neutrality, Rx 

and Rxo are zero and (changes in) output is (are) simply represented by 

E(y) - E(y0) = .5 ( r i p  + r o / P o ) ( x  - xo) ,  

which is a simple index of observed relative input prices and inputs. This result illus- 
trates that knowledge of the proper behavioral model is required for use of index num- 
bers and all dual methods that infer the form of technology using them. Of further inter- 
est is that restricting the form of technology can lead to a standard index number. For ex- 
ample, consider homogeneous quadratic production, y = f (x  ) = (x  A x  ) 5 + (x  B x )" 25 e, 
E(e) = 0 where A and B are parameter matrices. Given constant absolute risk aversion 
and normality, p ( x A x )  5 - .5)~p2cr2(xBx)  5 is obtained as Fisher's (1922) ideal price 
index, which is the geometric mean of the Paasche and Laspeyres price indexes where 
~2 is the variance of e and ;~ is the absolute risk aversion coefficient. Here the index 
is standard but its meaning is not. The index recovers expected revenue reduced by the 
risk premium. 

Even when exact index forms are known, it must be recognized that many prices may 
not be known to firms when inputs are applied or when outputs are planned, implying 
again that behavior may well not follow optimization of cost, revenue, or profit func- 
tions based on index numbers. That is, explicit technological parameters may be elim- 
inated using first-order conditions for optimization. Risk preferences, moments of the 
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dis t r ibu t ion  o f  pr ices  and  even  t echno log i ca l  p a r a m e t e r s  in the  marg ina l  r i sk  p r e m i u m  

m a y  remain .  T h e s e  also wil l  v i t ia te  the c o n v e n i e n c e  o f  i ndex  n u m b e r  aggrega t ion .  The  

s imple  fac t  is tha t  p re sc r ip t ion  or  p red ic t ion  for  u n o b s e r v e d  pr ice  scenar ios  ( such  as are 

neces sa ry  in ex an te  po l icy  ana lyses )  c a n n o t  be  use fu l ly  addres sed  wi th  the  exac t  index  

n u m b e r  approach .  A l t h o u g h  one  m i g h t  in i t ia l ly  t h i n k  tha t  these  p r o b l e m s  re fe r  on ly  to 

outputs ,  Case  4 m a k e s  c lear  tha t  inpu t  pr ices  in  a d y n a m i c  wor ld  can  be  subjec t  to m a n y  

of  the  same  c o n c e r n s  as ou tpu t  p r ice  uncer ta in ty .  2° 

Pr inc ip les  1 and  2 m u s t  b e  en l a rged  w h e n  they apply  to agg rega t ion  of  se rv ice  f lows 

f rom f a r m e r - o w n e d  resources .  S u p p o s e  the  f a rm  p r o d u c t i o n  p r o b l e m  is de sc r ibed  by  

* x F ( y , x , k ) - y l - f  ( y - l ,  , k ) ,  

f * ( Y - l , X , k ) - m a x { y l  l Y = f ( x , z  I . . . . .  zm),  Z i <~ k,  i : 1 . . . . .  m} .  
(26) 

Here  i i ndexes  t ime.  U s e  of  r ecu r r ing  a l loca ted  f ixed factors  mus t  m e e t  avai labi l i ty  

cons t ra in ts .  T h e s e  m a y  be  l imi t ing  in some  t ime  per iods  and  s lack  in others .  A n  obv ious  

ques t ion  is w h e n  can  this  p r o b l e m  b e  r ep re sen t ed  b y  t i m e - a g g r e g a t e d  service  f lows in 

the  f o r m  

Yl = f * * ( y - 1 ,  X, Z), (27) 

20 To highlight the severity of this problem, we note that almost all agricultural production studies combine 
pesticides into one variable. This is problematic because (i) at least some pesticides are applied after com- 
mencement of the growing season when some random conditions are already observed (as in Case 4), (ii) 
many pesticides have highly specific uses, and (iii) individual pesticide prices may not be highly correlated 
because of the role of patents and market concentration. To illustrate the specificity of uses, grasses on corn 
lands are typically controlled by Eradicane or Sutan at the pre-planting stage, by Lasso, Dual, or Prowl in other 
pre-emergent applications, and by Beacon or Accent in post-emergent applications. In contrast, grasses on 
soybean lands are typically controlled by Treflan or Prowl at pre-planting, by Lasso or Dual in pre-emergent 
applications, and by a number of additional herbicides in post-emergent applications. Broadleaf weeds on 
corn lands, on the other hand, are typically controlled by Atrazine at pre-planfing, by Atrazine or Bladex in 
pre-emergent applications, and by Banvel, 2,4-D, Buctril, Permit, or Exceed in post-emergent applications. 
To illustrate the magnitude of unrelated price movements among leading pesticides, note that newly patented 
pesticides come onto the market almost every year while patents on others expire, leading to generic compe- 
tition. Either can cause the price of a specific pesticide competing in a specific use to decline by as much as 
20-50 percent while other pesticide prices are rising. Examples include a 43 percent decline in glyphosate 
price due to patent expiration while the price of atrazine increased 25 percent in response to a dramatic re- 
duction in the number of selling firms during 1989-1992. Such dramatic differences in price variation are not 
the exception. For example, generic entry following patent expiration caused a price decline of 20 percent for 
atrazine, 26 percent for diuron, 40 percent for simazine, and 25 percent for trifluralin (not simultaneously) 
while the pesticide price index and prices for leading pesticides such as Lasso and Lorsban were rising [United 
States Senate (1987)]. Such examples are likely to increase in importance because of the increasing predomi- 
nance of pesticide-dependent no-till technologies and because of genetic engineering which is creating niche 
products such as Roundup-ready soybeans that introduce dependence on specific products. To illustrate this 
trend, note that pesticides now account for 17-21 percent of the variable costs of corn production and 30-35 
percent of the variable costs of soybean production in most areas of the United States [Economic Research 
Service (1999a and 1999b). Thus, serious concern may be warranted when crop- or location-specific variation 
in pesticide prices is aggregated or swept under the guise of an error term. 
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where z = ~im_-i Z' ? The answer is that the behavior of  a profi t-maximizing farmer can 
be represented generally with such a production function only when the shadow prices 
of service flows are constant over time. The reasons are that (i) profi t-maximizing ser- 
vice flows in each time period will have different marginal productivities corresponding 
to the different shadow prices and (ii) the constraints are typically binding only intermit- 
tently. Once aggregated, the differences in shadow prices are lost. 21 A simple example 
can illustrate. 

3.3.6. Case 6." Aggregation of service flows 

Let output be additive in the stage outputs with output price equal to 1 where the first 
stage output is given by zl - .5z~ and the second stage output is 3z2 - .5z22. The first 
stage has marginal product 1 - Zl and the second stage has marginal product 3 - z2. 
Where k = 2 the optimal solution is 

z ~ = l ,  ) ~ = 0 ,  z ~ = 2 ,  and ) ~ = 1  

with output 4.5 where )~* represents the shadow value of the service flow constraint in 
time period i.  One cannot maximize profit or output subject to an aggregate service flow 
availability constraint, z = 4, or an aggregate service flow use constraint, z = 3, because 
the different magnitudes of  multipliers in different time periods cause different marginal 
products. In both cases in this example, the use constraint in the second time period 
would b e  violated. However, if the shadow prices and total shadow value of  available 
service flows are observed, one could correctly maximize profit or output subject to 
v = )~ Zl + )~2z2 where v is the total shadow value of  available service flows (v = 2 
in the example above). The problem here is that both the optimal shadow prices and 
the total shadow value of available service flows depend on parameters of  the problem 
that are likely to vary among observations used for estimation both across stages of  
production and across farms. 

The principle implied by this discussion of  shadow prices is as follows. 

PRINCIPLE 3. For inputs or outputs that are constrained, each output and input ag- 
gregation in the efficiency concept should be composed of  those allocations that have 
identical shadow prices. For service flows that are constrained, if shadow prices of  ser- 
vice flows are not observed intraseasonally and used for weighted aggregation, each 
service flow aggregation in the efficiency concept should be composed of  service flows 

21 The assumption implicit in the allocated fixed input constraint is a "use it or lose it" concept, e.g., if 
operator labor is not used this time period it does not add to operator labor available for next period. While 
this assumption applies quite well to labor and land, some types of machinery if used less may have more 
machinery life available for future time periods. In such cases, the recurring fixity constraint would apply 
because of fixed machinery capacity but some further user costs would need to be considered among variable 
costs to reflect how much of a machine's life is exhausted with use. 
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that have identical shadow prices. Alternatively, the efficiency concept should be based 
on intraseasonal service flow constraint levels as in (4) rather than actual service 
flOWS. 

As Case 6 implies, it is not the total seasonal flow or stock that is relevant. It is the 
maximal capacity service flow in each period (which for notational convenience we have 
assumed is identical in each period). This capacity is what enters (4). The representation 
of technical efficiency will not be smooth in maximal service flow capacities represented 
in k because constraints bind in some seasons and do not bind in others. 

The implications of not following this principle are difficult to determine because 
shadow prices are not readily observable. Furthermore, shadow prices typically depend 
on market prices and behavioral objectives. Thus, aggregating service flows makes the 
description of technology dependent on prices, policy and behavior. In other words, 
the associated efficiency concept is not generally a technical efficiency concept when 
aggregate service flow data are used. 

We note that agricultural production analysis has been increasingly turning toward 
representing aggregate production relationships in terms of aggregate service flows. 
That is, agricultural production is increasingly being modeled using capital service 
flows as variable inputs as in (27) rather than with capital investments as fixed inputs as 
in (26). This movement has both motivated and been motivated by the development of 
public agriculturalproduction data as measurements of capital service flows rather than 
capital stocks [Ball (1985); Ball et al. (1999)]. Thus, the prevailing direction of empha- 
sis both in agricultural production analysis and data generation appears to be leading 
away from a valid representation as in (26) and toward a representation as in (27), the 
underlying assumptions of which are inapplicable according to Principle 3 except in a 
narrow and unlikely set of circumstances. 

The principles of this section highlight the critical nature of heterogeneity due to spa- 
tial or temporal price variation in agricultural production. As discussed in Section 2, 
some major price variations over typical spatial and temporal aggregations of both in- 
puts and outputs appear to be relatively large and thus render those aggregates of ques- 
tionable value for testing technical efficiency of production or for simply representing 
the standard characteristics of technology. 

These examples and principles lead to a set of conditions that are sufficient for simple 
aggregate representations of technology dependent on observed data. 

3.3. 7. The aggregation qualification condition 

A. Simple input or output aggregation devoid of prices requires: 
1. Functional separability [Blackorby et al. (1978)], or 
2. Equality of prices and marginal conditions across all aggregated quantities. If 

ex post adjustments under uncertainty apply, then all aggregated quantities must 
also be adjusted according to the same ex post information. 
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B. Conventional input or output aggregation using prices and observable production 
data requires the cases for which index forms yield exact cost or revenue optimiza- 
tion in terms of aggregates, e.g, as in the quadratic approximation lemma of Diewert 
(1976). These aggregations must not be over variables affected other than as aggre- 
gates by intertemporal or activity-specific policy constraints or ex post adjustments 
under uncertainty and must not depend on preferences. Such aggregations are not 
useful when disaggregated prices are unobserved. 

3.4. The production possibilities frontier as a representation o f  technology 

Consider next the typical practice of  representing multi-output technologies by their 
PPFs. With the development and application of tractable flexible forms using dual meth- 
ods, a number of studies based upon the PPF of multiproduct firms have ensued [e.g., 
Antle (1984); Ball (1988); Shumway (1983); Weaver (1983)]. That is, in virtually all 
multi-output empirical applications of  duality, allocations of inputs are ignored [Cham- 
bers and Just (1989) is an exception]. For empirical purposes (when smoothness is im- 
posed), efficient technology is characterized implicitly by a single-equation represen- 
tation of the product transformation function involving only aggregate inputs and ag- 
gregate outputs. These studies examine issues for which the measurement of  F (y, x)  is 
beneficial, including measurement of total factor demands and product supplies, various 
forms of separability, productivity and technical change, and the standard characteristics 
of  the PPE 22 

However, examination of an economic sector or firm as a whole by means of the 
PPF using F ( y ,  x )  or its dual profit function cannot answer a number of  interesting 
questions that have policy or management  relevance. To illustrate, suppose production 
is truly nonjoint so that the existence and notion of an underlying technology is clear 
- the f i ' s  in Samuelson's  case in (11) or the co*'s in Lau's  definition in (13). Total 
profit, re, is the sum of industry (or production activity) profits where each industry (or 
production activity) profit, rci, depends only on the corresponding output price, Pi, and 
input price vector r ,  

x ( p , r ) = Z ~ i ( P i , r ) ,  (28) 
i 

where p is the output price vector. The dual to the left side of (28) is the PPF or transfor- 
mation function, F ( y ,  x )  = yl  - f * ( Y  1, x ) ,  while the dual to an element of  the sum 
on the right-hand side of  (28) is the industry production function, yi = f i  (x i ) .  

Note that any structure found to be present in Jr or F says almost nothing about the 
structure of  any rri or f / .  For example, separability of 7r in some partition of r does not 

22 For these purposes, however, one must attach a ceteris paribus qualification as demonstrated in the follow- 
ing section. That is, changes in policy or behavior can alter the apparent PPE 
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imply separability of  z~i in that partition nor vice versa. In other words, learning about 
the structure of  F(y ,  x )  either directly or implicitly through re(p, r )  reveals little about 
the structure of  any f / (x i ) .  

PRINCIPLE 4. The structure o f  a production possibilities frontier, which is the level at 
which production technology is represented in most modern production studies, does not 
reveal the structure o f  any distinct underlying (industry- or production-activity-speciflc ) 
technologies. 

3.5. An illustration o f  the technical content o f  a production frontier 

The point of  Principle 4 can be illustrated with an example including two competitive 
industries (or production activities). Using an underlying technology that is nonjoint and 
symmetrically separable in inputs from outputs, the PPF exhibits separability in inputs 
from outputs when the partial production elasticities in both sectors are equal. Thus, a 
test for separability of the PPF may be only a test about the relationship of production 
elasticities rather than separability of  the underlying technology. 

Consider a production technology with two outputs and two allocated inputs, one 
variable and one fixed, following Cobb-Douglas  technology, 

cq ~2 b ,~1 f12 (29) 
Yl  = a x  1 Z 1 , Y2 ~ x 2 Z 2 , 

where Xl and x2 are amounts of the variable input allocated to the respective produc- 
tion activities and zl and z2 are amounts of  the fixed input allocated to the respective 
production activities. The aggregate amounts of  the two inputs are thus x = x~ + x2 and 
z = z~ ÷ z2, respectively. Suppose the latter must satisfy the allocated fixed input con- 
straint, z = k. These relationships can be considered as constraints on the technology in 
any behavioral optimization or substituted into (29) to represent technology by 

~ c~2 (30) Yl ~ a x  I Z 1 , 

Y 2  "= b(x - Xl) fll (k - Zl) f12 , (31) 

where X = ( x i , x 2 )  and Z = ( Z l ,  g 2 ) .  To maximize profits, zv = PlY1 + p2Y2 - - r x ,  

subject to the constraints, the first-order conditions corresponding to (29) are 

e~l--I ~2 otlPlax 1 z 1 - f l l P 2 b ( x - x l )  ~1 l ( k - z l ) / ~ 2 = O  , 
o~ 10e2--1 ol2PlaX 1 Z 1 ~ 2 P 2 b ( x  - -  x l ) f 4 1 ( k - -  z l )  f i2-1 =0,  

fllP2b(x - Xl) ~1-1 (k - -  g l )  fi2 - -  r = O. 

(32) 

(33) 

(34) 

Combining (30)-(34) and solving out prices obtains the relationship corresponding to 
(11) or (12). 
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Another representation of  technology is to solve two of  these relationships for prices, 
e.g., pl  and P2, after normalizing the other, e.g., setting w = 1, to obtain three remaining 
relationships devoid of  prices. One such representation includes (30), (31) and 

~l(k-zl)  ~2(X-Xl) 
~lZl ~2Xl 

(35) 

which follows from combining (32) and (33). To obtain (11) or (12) from (30), (31), 
and (35), one can solve (35) for Zl. This result can be substituted into (30) which can 
then be solved for Xl. Then both of these results can be substituted into (31) to obtain 
an equation in Yl, y2, x, and k. 

Even though this step is possible in principle, an explicit solution cannot be found 
in practice without constraining the parameter space. Since an example suffices, let 
~1 = a2. Then solving (35) for Zl obtains 

fll~2xlk 
z l =  (36) 

al~Z(X - Xl) + ~1~2xi 

and solving (30) for Xl obtains 

Xl=(y l /a )Val / z l .  (37) 

Solving (36) and (37) simultaneously yields 

Zl z 
CX 

cx a - Y [ l + ~ / 1  y -1 _ _ _  +ckxy  I ] ' xl 2 

where ? / =  1/oq, c = 4f12a 1/~1 /(132 - f l l  ) .  The negative root is ruled out by positivity 
constraints. Substituting these results into (31) obtains 

y 2 = b  x 2 

x {k - 2Y~ [l + ~/l +ckxy~Y ] ] (38) 

The relationship in (38) illustrates the problem with implicit representation of  tech- 
nology. While the underlying technology in (29) is separable in both inputs and outputs, 
and nonjoint in inputs, the implicit representation of  technology by (38) satisfies none of 
these properties except in special circumstances. 23 For example, if one further assumes 
f l l  = f12, then (38) reduces to 

(Yl/a) 1/(2e0 -[- (y2/b) 1/(2fl) = (xk) 1/2 

23 Shumway, Pope, and Nash (1984) have previously shown that the presence of allocated fixed inputs can 
induce an apparent jointness even though the underlying technology is nonjoint. This result is somewhat more 
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which satisfies separability in both inputs and outputs. Thus, a test for separability in 
(38) may simply test whether parameters have particular relationships even though the 
underlying technology satisfies separability regardless. 

This misleading conclusion occurs because additional information must be imposed 
together with technology to obtain (38) from (29). This additional information may be 
viewed as relatively harmless. For example, the assumption of profit maximization is 
not needed to obtain (38) from (29). Simple Pareto efficiency is enough or, equivalently, 
following Chambers (1988, p. 261) one can simply assume inputs and outputs are cho- 
sen to maximize, say, yl given y2 and x subject to (30) and (31). Nevertheless, the 
implied relationship in (38) obscures the underlying technology and makes detection 
of  its standard characteristics misleading and impossible. This example thus verifies 
Principle 4. 

3.6. Prescription versus description 

Ignoring or subsuming allocations has led to an ever larger division of interests and 
methods between farm management economists and production economists. Farm man- 
agement economists have concentrated on strategies and prescriptions for input allo- 
cation across production stages and production activities (which they call enterprises) 
such that both technical and price efficiency is maintained. Production economists, on 
the other hand, have tended to assume efficient allocation implicitly in order to concen- 
trate on properties of the multi-output efficiency frontier. An excellent example of  this 
approach is the creation and subsequent analysis of  aggregate agricultural productivity 
by Ball (1985) and Ball et al. (1999). Production economists, while often allowing for 
technical inefficiencies, typically have had little to say about the allocations of a given 
input over the growing season or across production activities. While this practice by 
production economists is due in part to data limitations, the data limitations are at least 
partially endogenous. Those designing data set construction and reporting have chosen 
to ignore allocations. 

The most fundamental definition of  economics involves the allocation of productive 
resources to the satisfaction of  competing wants. In the study of production, applica- 
tion of  this practice involves determining the optimal allocation of  aggregate inputs to 
various industries or production activities in addition to simply determining the opti- 
mal aggregate. Historically, one of the important motivations for studying agricultural 
production economics was indeed prescriptive - to improve farm management and help 
farmers make better decisions. More recently, efforts have been devoted to helping re- 
gional and national policymakers formulate better policies. We note, however, that the 

general because all that is changed in this example if both inputs are variable inputs allocated to separate 
production activities is that k is replaced by z in (38). The additional first-order condition is used in solving 
for the additional price of the second variable input. Thus, presence of allocated fixed inputs is not crucial 
in these results. Rather, ignoring allocations, whether of fixed or variable inputs, is the cause of incorrectly 
reflecting the properties of technology. 
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PPF is often inadequate in a prescriptive sense when inputs and outputs are aggregated. 
For example, it does little good for a water economist to determine the optimal capacity 
of a water system under rationing if no guidance is available for allocation of rations 
among jurisdictions or farms. Similarly, it does little good for a farmer to know the 
profit-maximizing aggregate use of fertilizer if no information is available on how to 
allocate it among crops of different productivities or plots of different soil capacities. 
Optimal benefits are generally unattainable without proper allocation. 

The same principle applies to allocation of aggregate inputs over time. In the frame- 
work of Equation (3), knowledge of f o  does not reveal the nature of the stage production 
functions nor do deviations from the frontier in fo  reveal where inefficiencies occur in 
allocations. 24 Agricultural economists typically measure or estimate f o  rather than f* .  
Knowledge of f o  is sufficient to address many interesting questions if it is well defined, 
but the existence, meaning, and appropriate measurement of fo  hinges crucially on an 
implicit assumption of constant input prices within aggregates or lack of comer solu- 
tions throughout the stages. During growing seasons with high interest rates and varying 
input prices, fo  may not be well defined. 

This discussion implies an additional principle broadly derived from Principles 1-4 
and put in context as follows. 

PRINCIPLE 5. Descriptions of technology expressed only with aggregates over time 
and location are not conducive to prescription for farm management and they limit 
meaningful analysis of  policy controls. 

In summary, the conventional PPF that subsumes allocative efficiency is not the ob- 
ject of interest in many economic analyses. In practice, knowing what is good may be 
of little help without knowing how to get there. Conventional analysis of the PPF leaves 
out direct information on most allocation decisions, It cannot be used to uncover the 
structure of any underlying sub-technologies. Furthermore, the conventional PPF is not 
robust in the presence of various policies, behavioral preferences, and environments. 
When complexities of behavior or environment are introduced, one must proceed from 
a more basic notion of production efficiency to determine if the usual concept and cal- 
culation of allocative efficiency is appropriate or should be amended. Knowledge of any 
underlying sub-technologies is essential in this process. Hence, knowledge of the sub- 
technologies is always relevant but knowledge of the PPF may not be relevant. More- 
over, the PPF may not be well defined because dependence on policies and behaviors 
may not be specified but yet affect empirical observations. The above discussion mo- 
tivates the need to explore alternative concepts of technical and production efficiency 
which may be useful in distinguishing underlying technologies from the conventional 
PPE 

24 Of course being on a production function is not sufficient for allocative technical efficiency. 
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3.7. Eliminating behavior and policy from representations of technology 

Principles 4 and 5 are important because some inquiries are required at the level of a 
single production activity or of a single input to a single production activity that are 
not sensible at the aggregate PPF level. For example, inquiries regarding technical ef- 
ficiency need to be sensitive to the extent of price variation across time, space, and 
production activities in order to have practical implications for overall firm efficiency 
or social efficiency. When an environmental agency considers prohibiting use of a sin- 
gle pesticide on a group of crops (perhaps the most common type of economic benefit 
analysis used by an environmental protection agency), a PPF that aggregates use of all 
pesticides across all crops will be of little use for analyzing the implications. On a more 
technical level with respect to the properties of production, homotheticity is essentially 
about the scaling of inputs and/or outputs leaving ratios unchanged. Examination of ho- 
motheticity of agricultural technology, for example, using a regional PPF seems to have 
little policy (or "what if") relevance due to the fixity of land. Nonjointness as implied 
by Oyi/Opj = 0 (j ~ i) is likely not present in the PPF due to land fixities even when 
technologies for individual production activities are nonjoint [Shumway et al. (1984)]. 

From a practical standpoint, the primary intent of many policies is to alter specific 
input allocations. For example, acreage controls in agriculture (allotments, set asides, 
and base acreages) apply to the use of a specific input (land) in a specific production 
activity (crop). Also, pesticide use standards apply at the crop- and sometimes location- 
specific levels. For example, EPA registrations allow a pesticide to be used only on 
crops that appear on its registration label. Other EPA requirements limit how close to 
surface water certain pesticides can be applied. With respect to outputs, government 
policy instruments such as target and support prices cause the same crop to be sold 
at more than one price in the same season (not all of a farmer's crop may qualify for 
the higher subsidized price). Turning to more recent crop and revenue insurance poli- 
cies, the alteration of effective prices by indemnity payments is crop-specific in some 
cases and farm-wide in others. In each of these cases, the focus on a PPF following 
the modern practices of production economics effectively eliminates the relevant policy 
consideration by aggregating over decisions that are treated distinctly by policies. 

Similar considerations apply to behavioral preferences that treat different production 
activities differently. While much of the modern production literature is based on profit 
maximization following standard dual approaches, one of the unique features of agri- 
culture is risky production. If some production activities involve more risk than others, 
then risk averse farmers will tend to allocate fewer inputs to more risky activities, i.e., 
expected marginal productivities of inputs will be higher among more risky activities. 
With either a change in behavior (e.g., an increase in risk aversion with operator age) 
or an enhancement in policies such as crop insurance or government disaster assistance 
that mitigate risk, the differences in marginal productivities among production activities 
of different risks could change. Descriptions of technology that do not reflect individual 
production activities but only aggregate production possibilities cannot be used to an- 
alyze such policies or phenomena. Furthermore, analyses of technical efficiency based 
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on revealed preference data affected by such policies is of questionable import when the 
effects of such policies are ignored. 

Probably the most important reason to explore the underlying technology rather than 
the PPF has to do with robustness. Unless coupled with estimation of disaggregated 
production technologies, the observable PPF is policy- and behavior-dependent. For ex- 
ample, data envelopment analysis would tend to identify the production efficiency of 
the least risk averse farmer or the farmer least affected by policy parameters as "the" 
PPE Alternatively, if the basic underlying technologies and preferences are estimated 
conditional on the specific policies affecting them, then a host of alternative policies 
can be evaluated, including those that address a specific type of behavior (e.g., like crop 
insurance addresses risk aversion). Pope and Just (1996) demonstrate that even produc- 
tion uncertainty with risk neutrality has fundamental implications for conceptualization 
and estimation of the cost function. Risk aversion is critical in evaluating, for example, 
changes in crop insurance. A conventional PPF (not conditioned on policy or behavior) 
may be clearly irrelevant for such analyses. It may serve only to indicate a potential 
that can never be reached or that is irrelevant in practice and, if so, will hold no useful 
information of social benefit. 

Although there might be broad conceptual agreement that the PPF represents tech- 
nology parameters and technical efficiency, distinguishing between a PPF conditioned 
on policy and one that is purely technological may be very difficult. They may appear 
observationally equivalent. For example, the constraint in Case 3 above could represent 
heterogeneity of land quality or an acreage policy control. In the former case it would 
be a part of technology while in the latter it would not. If  policy controls are mingled 
with technology then a shift in the PPF has an uncertain source and estimates of the PPF 
are not useful for policy analysis. Productivity could increase due to either a technical 
change or a policy change such as elimination of the control. Principle 6 summarizes 
the advantages of a representation of efficiency that depends solely on technological 
relationships. 

PRINCIPLE 6. A useful concept of production efficiency for policy and management 
purposes corresponds to the first stage of a two-stage characterization of the producers 
optimization problem where the first stage fully reflects technical possibilities and the 
second stage includes all impacts of policies and behavior on decisions. 

3.8. An example with production errors 

The point of Principle 6 can be illustrated by a simple one-input, two-output example us- 
ing multiplicatively random nonj oint production functions. Let y I = f l  (x 1 ) e 1, E (e l) = 
1, and y2 = f2(xa)e2, E(e2) = 1, where each fi is strictly increasing. The PPF can be 
written as 

y 2 = f 2 ( x  - f~ l (y l /e l ) )e2 ,  
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where x = xl ÷ x2. Assuming prices are certain, if uncertainty is ignored in the second 
stage then the firm is assumed to produce on the PPF described by 

-Oy2 /OYl  = f ~ z / f ~  = P l / p 2 ,  (39) 

Y2 = f 2 ( x  - f1-1 (Yl)). (40) 

However, because Yl and Y2 are random, (39) and (40) are not consistent with expected 
utility maximization. A risk neutral firm will produce where 

- O E ( y 2 ) / O E ( y l )  = f x z / f x ,  = P l / P 2 ,  

- f l  ( y I / e I ) ) ,  (41) 

because Yl/61 is E(yl) given xl. Given the nonlinear transformation of yl in (40), E(y2) 
is not equal on average to the right-hand side of (41). Thus, ignoring uncertainty is 
inconsistent with two-stage expected utility maximization. 

In general, to build a PPF in the Samuelsonian fashion consistent with expected util- 
ity maximization under price and production risk, one must identify all of the relevant 
moments of wealth that enter expected utility and develop a two-stage maximization 
approach consistent with the overall expected utility maximization problem. For exam- 
ple, if input prices are certain and equal as in the typical generic input case, and el and 
e2 are independent and have two parameter distributions, then 

E[U(w)] = U*(mll,  m 12, m21, m22, wo, r), 

for some function U* where mij  is the ith moment of revenue for good j (i, j = 1, 2), 
wo is additive initial certain wealth, r is the generic input price, U is utility, and w 
is wealth (assuming cross-moments are zero). An appropriate two-stage procedure is 
defined by 

max max E[U(w)], (42) 
nl12,m22,m21 ,x r//11 ]nl12,1~22,m21 ,x 

where x is total input use. If production is nonjoint and described by 

Yl = f l ( X l ) + h l ( x l ) e l ,  E(81) = 0, 

Y2 = f2(x2) q- h2(x2)62, E(62) = 0, 

2 and output prices are certain, then m l j  -~ p j  f j (x j )  and rn2j = p y h j  (x j )ZE(82) .  Thus, 
h 1, f2, h2, and x can be effectively constrained in the first stage of (42). 

In summary, the appropriate PPF concept for risk neutrality must be based on ex- 
pected production but, more generally, the PPF must be tailored to the way risk enters 
production and the extent of risk aversion. This implies that an empirically useful PPF 
is necessarily dependent upon behavior and the environment. 
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4. Fundamentals of modeling agricultural production 

This section builds upon the principles of Section 3 to suggest needed advances in mod- 
els of agricultural production. Some of these advances may be feasible with present lim- 
itations while application of  others is constrained by data availability. Finally, the mean- 
ing of  existing empirical work when more general specifications apply is discussed. Tra- 
ditionally, multi-output technologies were represented either by single-equation forms 
such as F ( y ,  x) = 0, e.g., Klein (1947), or by individual production functions for each 
output where all inputs are allocated among individual outputs such as in (11), e.g., 
Pfouts (1961). Regarding these two cases as extremes, we suggest an intermediate 
premise based on the assertion that multi-output production problems typically exhibit 
at least one of the following properties: (i) some input(s) must be allocated among pro- 
duction processes or points of  application in the production process either temporally 
or spatially, 25 (ii) some output(s) are produced by more than one production process 
or at more than one location or time in the production process, and/or (iii) some out- 
put(s) are produced as by-products so that their production is related in some way to the 
production of  one or more other outputs. 

As an example of  (i), land in farms must be allocated among crops or (in developing 
agriculture) among crop mixes; automobile factory assembly lines are allocated among 
makes or models of cars; and chemical production plants are allocated among primary 
chemical processes. As an example of  (ii), corn production on a farm is diffused among 
locations while the output of  most manufacturing processes is diffused over time. As 
an example of  (iii), many chemical production processes produce both a primary and 
one or more secondary chemicals; cotton ginning produces both cotton and cottonseed; 
and soybean crushing produces both soy oil and soy meal. In some activities, the pro- 
ducer may be able to influence the mix of  outputs by adjusting the application of inputs 
(e.g., the choice of  seed variety affects the oil content of soybeans) but, in others, the 
outputs may be constrained to fixed physical relationships (e.g., chemical reactions). 
While these examples are sufficient to verify validity of the premise, the discussion in 
Section 2 suggests that these features of  agriculture are widespread and dominant. 

This section explores the implications of this premise for technology representation. 
Results show that typical indirect or single-equation representations in such circum- 
stances can, at best, provide reduced-form "as if" representations of  technology that fa- 
cilitate characterization of  supply and demand in perfectly competitive markets but can- 
not identify the technology itself. At worst, such representations of technology are not 

25 Typically, some inputs are allocated to distinct production processes while others apply jointly. Knudsen 
(1973) argues that full nonjointness in inputs is unlikely because it assumes away technological reasons for 
the observed existence of multi-output firms. For example, training for management or automated control 
equipment in a multi-output plant or multi-production-process firm may simultaneously enhance production 
of all outputs. However, Leathers (1991) shows that a sufficient reason for existence of multi-output firms is 
short-run fixity of allocated factors. 
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well defined and are useless for investigation of a host of policy, management, and mar- 
ket structure issues in an imperfect world where credit constraints apply, contingency 
markets are missing, etc. The true underlying technology may provide more flexibil- 
ity (the typical effect of unrepresented input allocations) or less flexibility (the typical 
effect of unrepresented by-product relationships). To develop these results requires a 
substantial development of conceptual groundwork to permit sorting out behavior from 
technology and to identify the meaning of various functions of aggregate variables. For 
this purpose, we place the technical detail in an Appendix but describe results in the 
following sections. 

4.1. Structural concepts and efficiency o f  production 

To facilitate clarity of discussion for the case where a firm's technology is possibly 
composed of several sub-technologies, several alternative concepts of efficiency must 
be defined. Sub-technologies are defined as production activities where, more generally 
than in specifications such as (11), each production activity can have more than one 
output thus allowing input jointness within sub-technologies. When the technology of 
a firm is composed of sub-technologies, we will say that the technology has structure. 
Typically, this structure can be exploited to understand the implications of alternative 
policies and preferences. 

Suppose the production set ~ can be described by sub-technologies (yi ,  X i) E 
~i(Z i, ~o) where yi and x i are subvectors of Y -- {yl . . . . .  ym} and X =_ {x 1 . . . . .  xm} ,  

"~i (z i, ~) represents all possible combinations of yi and x i regardless of values taken 
by other elements of Y and X, and aggregate outputs and inputs satisfy y = Z i  yi 
and x = ~ i  x i ,  respectively. This structure is sufficient to explore some possible impli- 
cations of technologies where an important step in choosing the output mix is spatial 
allocation of inputs among plots as in Section 2.2. The different sub-technologies may 
represent various crop production activities on different plots. For example, one sub- 
technology may produce wheat and another soybeans by single cropping techniques 
and another might produce both wheat and soybeans at different times by double crop- 
ping. Clearly, the same principles apply to temporal allocation among time periods as 
in Section 2.1. 26 

26 For added generality, this framework can easily add dependence of each sub-technology on outputs of 
lower sub-technologies. For example, the dependence of each successive stage of production on the interme- 
diate outputs of the previous stage can be represented by 

{(Y,X) ~(k,e)} ~ {(yl . . . . .  ym,xl . . . . .  xm) l(yi ,x i) G ~i(zi,e, yi-l) ,  i :  1 . . . . .  m, 

S ! 

Note that a suitable definition o f  yi I can permit dependence of each stage on a l l  yi j for j > 1 as typical 
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For simplicity of  presentation, this notation does not represent explicit ly the possible 
presence of  public inputs that cause jointness across sub-technologies, i.e., inputs that 
joint ly affect multiple sub-technologies simultaneously. For example,  the production set 
of  each sub-technology might be described more completely by (y i ,  x i) E ~i  (x  O, z i , e )  

where x ° is a vector of  public inputs and the detailed use of  variable inputs is described 

by 

X = { x ° , x  1 , . . . , x m } .  

For purposes of this chapter, such public inputs may be present but are suppressed from 
notation to focus on the implications of  allocations that are required for production 

decision implementation. 
For notational simplicity, aggregations of the spatial and temporal allocation detail in 

Y and X vectors are represented by y = A Y  and x = B X ,  respectively, where A and B 
are full row rank matrices of  ones and zeros. The vectors y and x maintain only physical  
distinction of  outputs and inputs. Because each sub-technology may potentially produce 
only one or a few physical  outputs using some subset of  physical  inputs, this notation 
can be suitably collapsed to eliminate identically zero elements of Y and X and related 
columns of A and B. 

In addition to descriptions of sub-technologies, the available technology set is as- 
sumed also to be constrained by availability of  allocated fixed factors such as machin- 
ery services and operator labor. For example,  if  sub-technologies are indexed strictly 
by location, then the constraints on allocated fixed factors follow ~ i  zi  <~ k as in the 
case where a farmer 's  tractor services or labor must be allocated across plots so as not 
to exceed availability. If  sub-technologies are indexed strictly by time and represent the 
stages of  production, then these constraints follow z i ~< k, i = 1 . . . . .  m, as in the case 
where tractor services or operator labor are available with recurrence in each succes- 
sive time period. Where Z = {z 1 . . . . .  z m } represents the allocation of fixed factors to m 
sub-technologies with both spatial and/or temporal detail, the constraints on allocated 
fixed factors may be represented generally and compactly by C Z  <~ K ,  where C is a 
matrix of  ones and zeros with full row rank, and K is a vector that duplicates k for 
each time period (or modifies it as appropriate if  capacities differ by time period) and is 
thus a function of k. For example,  the first several rows of  C Z  <~ K may constrain the 
total allocation of  labor and machinery services in time period 1 by k, the next several 
rows may do the same for t ime period 2, and so on. 27 With this framework, one way of 

in Markovian frameworks. We forgo the generality of this representation for simplicity of exposition but note 
the importance of this generality for empirical applications following Section 2.1. 
27 As for purchased variable inputs, the presence of any public fixed factor inputs is suppressed from the 
explicit notation for simplicity of presentation. For example, each sub-technology production set might be 
described more completely by (yi , x i ) E Z* i (x O, Z O, Z i , ~) where both x 0 and z 0 are vectors of public inputs 
and the detailed use of fixed factors is represented by Z = {z 0, z I . . . .  , zm). 
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describing the technology is 28 

{(y, x) ~ ~_i(k, e)} 

{(y, X) [ (yi ,  X i) E ~i (g i, ~o), y = A Y ,  x = B X ,  C Z  <~ K } ,  
(43) 

where -~-i (k, ~) represents the set of  potential choices of  aggregate output and input 
vectors, i.e., total amounts of  physical outputs and inputs after aggregation over time 
and space. 

We refer to descriptions of technology as on the left-hand side of  (43) as reduced-form 
representations because the underlying structure on the right-hand side is solved out of  
the problem. Structured technologies can be represented by reduced-form production 
sets devoid of  temporal and/or spatial detail as on the left-hand side of (43), but without 
the right-hand side structural detail the implications of policy instruments that impose 
limitations on specific yi 's, x i 's, or z i's cannot be considered nor can preferences that 
value specific yi 's, x i 's, or z i's such as peak operator labor. Furthermore, the specific 
production plan that attains any distinct (y, x) ~ ~ - i  (k, 8) is not apparent without the 
right-hand side detail in Y, X, and Z. 

Alternatively, the technology can be represented completely by 

((Y, x ,  z)  ~ ~(k, e)} 
{(yl . . . . .  y m , x l  . . . . .  xm,zl  . . . . .  gin) I ( y i , x  i) E ~ ' i (z i ,8) ,  C Z  ~ K } ,  

(44) 

where the selection of  an element of  the technology set prescribes the production plan 
completely. Also, the elements of the technology set excluded by any particular policy 
that limits inputs or outputs at specific times or locations can be clearly imposed on (44) 
but not on the left-hand side of  (43). 

We submit that the differences in (43) and (44) are fundamentally important. Clearly, 
if (43) is appropriate, then it substantially reduces the dimension of the efficient choice 
set. This is a welcome convenience for the study of some issues. However, serious errors 
can occur from use of  (43) when the Aggregation Qualification Condition fails. We 
note that virtually all empirical applications of duality to agricultural production use 
the reduced-form representation on the left-hand side of (43) rather than the structural 
representation of (44). If the efficiency standards of  (43) are inappropriate, the state 
of  the empirical agricultural production literature must be seriously questioned. These 

28 While more general descriptions of technology structure with nonlinear relationships in place of A, B, 
and C are easily possible, such generalizations needlessly complicate the points made below without adding 
insight. We leave extension to these obvious cases to the reader. It should also be noted that the left-hand side 
of (43) is defined by k rather than z = ~ i  zi because the right-hand side of (43) embeds the determination of 
the z i's and because the use of allocated fixed factors cannot be freely reallocated among the alternative time 
periods represented in CZ <~ K. 
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differences are best i l luminated by defining several concepts of  technical efficiency. We 
begin with the strongest technical efficiency concept imposed by (43). Corresponding 
formal definitions are given in the Appendix.  

Reduced-form technical efficiency corresponds to operating on the efficient frontier 
of  ~ - i  defined by (43), which under continuity and monotonicity can be represented as 
a production possibilities frontier, F* (y, x ,  k, ~) = 0 .  29 

Note that reduced-form efficiency is the typical  concept of production efficiency and 
is defined in terms of  aggregate inputs and outputs. An example is given by (11) for the 
case where allocated fixed inputs are not present (or are ignored) and production is con- 
joint. Several weaker concepts of output-oriented technical allocative efficiency can be 
defined depending on which allocations are considered: (i) allocation of  purchased vari- 
able inputs, (ii) allocation of allocated fixed inputs, and/or (iii) allocation of  production 
among sub-technologies. Each holds one vector of allocations fixed while optimizing 

another: 

Fixed factor technical allocative efficiency holds for a production plan (Y, X, Z) if  
no other production plan (Y~, X, Z ~) achieves more of at least one output with no less 
of  others (Y' ~ Y) without using more allocated fixed factors (CZ ~ <~ CZ).  3° 

Variable input technical alIocative efficiency holds for a production plan (Y, X, Z) if  
no other production plan (Y/, X ~, Z) achieves more of  one output and no less of  others 
(gf ~ Y) without using more purchased variable inputs ( B X '  <~ BX) .  

Output technical allocative efficiency holds for a production plan (Y, X, Z) if  no 
other production plan (y1, X/, Z I) achieves more of  one aggregate output and no less 
of other aggregate outputs (AY '  ~ A Y )  without using more purchased variable inputs 
( B X '  <~ B X )  or more allocated fixed factors (CZ ~ <~ CZ).  

In these definitions, technical allocative efficiency is differentiated from standard con- 
cepts of allocative efficiency that depend on prices and correspond to operating at tan- 
gencies of  price lines with physical  trade-off possibilities, e.g., the tangency of  the out- 
put price line with the PPE These concepts of  technical allocative efficiency are weaker 

29 Following Chambers (1988, p. 261), the PPF is defined by F* (y, x, k, ~) = Yl -- f *  (Y 1, x, k, e) = 0 
where y = (Yl, Y-l) and Yl = f*(Y 1, x, k, e) = max{yl I (y,x) ~ .~_i(k ,  e)}.Theterm "efficient frontier" 
in this context refers to the upper right-hand frontier of the set of possible aggregate outputs and purchased 
variable inputs, (y, -x) .  
30 Consistent with Principle 3, it should be noted in the definition of fixed factor technical allocative efficiency 
that z = ~ i  zip ~ Z = ~ i  zi, which does not include temporal detail, is not an appropriate condition in place 
of CZ ~ ~ CZ, which imposes allocated fixed factor constraints by time period. The reason is that allocated 
fixed inputs cannot be freely reallocated among time periods as might be the case for purchased variable 
inputs. The implication is that data on aggregate flows of machinery services are not appropriate for modeling 
production if decisions are made in a reality of intraseasonal constraints on machinery service flows. 
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and merely correspond to operating on the physical trade-off frontier. The reason for 
using these weaker definitions is to identify a measure of technical efficiency that is 
sufficiently independent of prices, policy, and behavior for various circumstances. 

To verify that these concepts of technical alloeative efficiency are weaker than 
reduced-form efficiency, consider a somewhat stronger concept of fixed factor technical 
allocative efficiency: 

Feasible fixed factor technical allocative efficiency holds for a production plan 
(g, X, Z) if no other production plan (y/, X, W) achieves more of at least one out- 
put with no less of others (Y~ ~ Y) given feasibility of allocated fixed factors (CZ', 
CZ<~K). 

Reduced-form efficiency is obtained by combining this stronger concept of feasible 
fixed factor technical allocative efficiency with variable input and output technical al- 
locative efficiency. Thus, all of the above technical allocative efficiency concepts are 
implied by reduced-form efficiency. 

The potential inappropriateness of reduced-form technical efficiency can thus be stud- 
ied by considering potential inappropriateness of the technical allocative efficiency con- 
cepts. Each of the various forms of technical allocative efficiency (which are implied by 
corresponding standard concepts of price-based allocative efficiency) may be inconsis- 
tent (i) with plausible preferences, (ii) with restrictions imposed by government policies, 
and (iii) even with profit maximization in absence of policy restrictions. In particular, 
if the allocated fixed inputs, variable inputs, or outputs that are aggregated over time 
and space by physical characteristics do not satisfy the Aggregation Qualification Con- 
dition, then the respective technical allocative efficiency concept is inappropriate. This 
condition implies that aggregation is not appropriate in cases where (i) generic input 
prices are heterogeneous over space and time and disaggregated prices are unobserved, 
(ii) allocation-specific government policy controls apply, (iii) allocation-specific ex post 
adjustments respond to unanticipated conditions, or (iv) behavioral criteria more general 
than profit maximization have allocation-specific considerations (such as risk aversion 
with allocation-specific risk effects of inputs). 

These failures occur because technical allocative efficiency employs a standard of 
minimizing physical aggregates of fixed allocated resources and/or variable inputs, 
and/or maximizing physical aggregates of outputs under the assumption of equal 
marginal productivities and possibly also equal marginal risk effects. If these standards 
are inappropriate due to, say, spatial or temporal price variation, then the assumption of 
equal marginal productivities is typically not satisfied. If profit maximization fails due 
to risk aversion, then the assumption of equal marginal risk effects may not be satis- 
fied. When the Aggregation Qualification Condition is not satisfied, a weaker concept 
of technical efficiency can be satisfactory. 

Feasible disaggregated input-output efficiency corresponds to operating on the effi- 
cient frontier of ~ where ~ is defined by (44). 
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Feasible disaggregated input-output efficiency implies operating on the upper right- 
hand frontier of the set of possible disaggregated outputs and purchased variable inputs, 
(Y, - X ) ,  given feasible allocations of fixed factors. It is likely the strongest concept of 
technical efficiency devoid of policy or behavioral content among those above. Simi- 
larly, feasible disaggregated input-output efficiency is also likely the strongest concept 
of efficiency clearly independent of (typically unobserved) spatial and/or temporal price 
distributions among those above. 

If the producer has preferences over leisure as well as profit (and thus, implicitly, 
over operator labor), then feasible disaggregated input-output efficiency is also inappro- 
priate because the producer may choose a level of operator labor inside the associated 
fixed allocated input constraint. In this case, fixed factor technical allocative efficiency, 
which does not require exhausting constraints, may hold while feasible fixed factor 
technical allocative efficiency fails. For this case, the following weaker concepts of 
sub-technology and structural technical efficiency are appropriate. If the Aggregation 
Qualification Condition fails for allocated fixed factors, then these may be the strongest 
appropriate concepts of technical efficiency. 

S u b - t e c h n o l o g y  e f f ic iency  corresponds to operating on the efficient frontier of ~i, 
which under continuity and monotonicity can be represented as F/(yi, x i ' z i ,  ~) = 0.31 

Struc tura l  t echn ica l  e f f ic iency  corresponds to operating on the efficient boundary of 
all sub-technologies simultaneously which under continuity and monotonicity can be 
represented as 

[ F I ( y l ' x l ' z l ' ¢ )  1 

F ( Y ,  X ,  Z ,  ¢) ~ 
m k Fm (ym,  X m ' z m ,  ~.)  .j 

= 0. (45) 
m 

Note that, to avoid confusion, a subscript is added to these equalities to denote vector 
dimensionality of the equalities. 

Intuitively, sub-technology efficiency is appropriate for any objective function that 
is monotonically increasing in the elements of y i ,  a highly plausible condition. The 
same can be said for the more expansive concept of structural technical efficiency. Note 
that feasible input-output technical efficiency is obtained by adding feasible fixed fac- 
tor technical allocative efficiency to structural technical efficiency. While this stronger 
concept of technical efficiency appears highly plausible because production plans that 
violate fixed production resource constraints are not feasible, the example above where 
the producer has preferences with respect to use of particular fixed resource service 
flows such as operator labor gives an example where it is not. 

31 Specifically, define Fi ( y i ,  x i ' z i ,  ~)  = y~ _ fi ( Y i  i , x i ,  Z i , ~) where y i  i is the yi vector with y~ deleted 
and y~ = fi (Yi_ i , xi ,  z i , ~) = max{y[ I (yi x i) ~ ,,~i (z i , ~)}. The term "efficient frontier" in this context 
refers to the upper right-hand frontier of the set of possible (Yi, - x i ) .  
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Some important points evident from this discussion are as follows (see Appendix 
Section A. 1 for sketches of proofs). 

PROPOSITION 1. Preferences, policies, and spatial and~or temporal price variation 
can affect allocation under technologies with structure, which renders typical concepts 
of technical allocative efficiency (and thus standard concepts of price-based allocative 
efficiency) inapplicable. 

PROPOSITION 2. For technologies with structure (technologies composed of sub- 
technologies), reduced-form technical efficiency, i.e., operating on the aggregate pro- 
duction possibilities frontier, is not necessarily consistent with profit maximization. 

PROPOSITION 3. I f  there is at least one allocated fixed (variable) input and the out- 
put(s) of at least two sub-technologies are strictly monotonic in that input, then struc- 
tural technical efficiency is not equivalent to output technical allocative efficiency nor 
fixed factor (variable input) technical aIlocative efficiency. 

4.2. The purpose of characterizing production efficiency 

Presumably, the major objective of characterizing production efficiency is to decom- 
pose the producer's problem usefully into technical, behavioral, and policy compo- 
nents. Without this decomposition, microeconomic models of supply and demand can- 
not predict or analyze the effects of changes in technology and/or policy. According 
to the Aggregation Qualification Condition, decomposition whereby the first stage is 
strictly technical may be correctly accomplished only under particular circumstances. 
Suppose that Aggregation Qualification Condition A.2 holds prior to imposing any 
constraints and that all functionals of the decision variables subject to distinct pol- 
icy controls or behavioral preferences are retained as decision variables in the second 
stage (Principle 6). For example, if (i) the producer is a profit maximizer, (ii) gov- 
ernment policy controls are fully expressed by (y, x) c G, and (iii) prices are iden- 
tical among sub-technologies (p = Pi, r = ri for i = 1 . . . . .  m), then the first stage 
defined by (43) is devoid of policy and behavioral content and is sufficient to reflect 
the full generality of the remaining decisions in a second-stage problem of the form 
yr = maxy,x{py - rx  ] (y, x) ~ G M ~_i(k, 8)}. 

By comparison, if either a full expression of government policy controls requires 
(Y, X) E G or prices (market or shadow) are not identical among sub-technologies, 
then the first stage must retain the detail of (44). In the case of profit maximization, the 
corresponding second stage is then of the form Jr = maxg ,x{PY  - R X  ] (Y, X,  Z) c 
G A ~(k, e)}. For example, policy might constrain the use of a particular input such as 
a fertilizer, pesticide, or tillage practice differently depending on the proximity of an 
individual plot to surface water resources. Similar conclusions apply to aggregations 
over time and space as well as over sub-technologies. 

If behavioral alternatives to profit maximization are admitted, then additional gen- 
eralities must be preserved by the first stage. For example, under risk aversion some 
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functional must be included describing how risk is fully determined by second-stage 
decisions. If  this functional is affected differently according to which sub-technology 
an input is applied (e.g., if fertilizer affects risk on a corn field differently than it affects 
risk on a wheat field), then distinction in the input vector must be carried to the second 
stage if behavioral content is to be avoided in the first stage. 

Alternatively, suppose the production problem is decomposed so that the first stage 
is not purely technical but also admits policy constraints or behavioral preferences. For 
example, where the first-stage decision set G-i is defined by 

{(y,x)  e G_i(k,e)}  

:-- {(y,x) [ (yi,x i) C G A ~ i ( z i , e ) ,  y =  AY,  x =  BX,  CZ <~ K},  

the description of technology carried to the second stage by (y, x) ~ G i (k, ~) clearly 
carries policy content. If  so, then determination of whether (y, x) choices are on the 
frontier of G-i (k, ~) has little to say about technical efficiency. Policy-constrained be- 
havior may be technically inefficient. Further, statistical tests about the structure of 
G i(k, ~) have little to say about the structural properties of technology. Decisions 
may be on the frontier of G-i (k, e) but yet be technically inefficient. Finally, accu- 
rate estimation of the second stage decision equations for this problem will be of little 
value for analyzing the effects of changes in policies that affect G-i. The parameters 
of such equations will be dependent on the policies that determine G-i (k, g) and thus 
inappropriate for analyzing alternative policies following the Lucas critique. The impor- 
tant point of this discussion is summarized by the following proposition (see Appendix 
Section A.2 for a sketch of the proof). 

PROPOSITION 4. If the (first-stage) description of technology depends on policy or be- 
havior, then statistical tests regarding efficiency and structural characteristics do not 
necessarily apply to technology nor are estimated (second-stage) models useful for pol- 
icy analysis. 

Proposition 4 points out a problem that applies to many agricultural production stud- 
ies in the literature to date because of crop- and/or spatial- and/or time-specific pol- 
icy instruments associated with commercial agricultural and environmental policy. Of 
course, for estimation, sufficient variation in policy instruments and variables affecting 
preferences must be observed to facilitate identification and distinction of technical rela- 
tionships from policy- or preference-induced relationships. In other words, the problem 
is not whether inputs or outputs are aggregated but that the dimensions and configura- 
tion of A, B, and C are likely wrong in most empirical studies. "Wrong" in this context 
means that either the Aggregation Qualification Condition is violated or that observed 
data are inadequate for identification because of excessive detail. With limited data, 
distinction may not be possible. 

These considerations motivate the definition of criteria for technical allocative ef- 
ficiency that satisfy policy- and behavior-independence where feasible aggregation is 
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undertaken to conserve degrees of freedom for estimation. That is, aggregation of ¥, X, 
and Z is appropriate within groups that have common prices and that enter the policy 
and preference calculus as aggregates. Suppose the technology choice is summarized 
by (y*, x*, z*) = H -  (g, X, Z) 6 R~* where n* < n and H is a full row rank aggrega- 
tor matrix of ones and zeros similar to A, B, and C. If H preserves distinction for all 
input and output quantities that have distinct prices, distinct policy controls, distinct ex 
post adjustment possibilities, or distinct behavioral preferences and implications, then 
the full flexibility of the technology for responding to price, policy, and behavioral con- 
cerns is preserved by the first stage of a production problem that satisfies 

{(y*, x*, z*) 6 ~*(k, e)} 
- - - - { H - ( y l  . . . . .  y m , x l  . . . . .  xm , z l  . . . . .  zm) l ( y i , x  i) C ~i(z i ,8) ,  C Z  <~ K}.  

(46) 

Two additional definitions facilitate this distinction. 

An aggregation (y*, x*, z*) is policy- and behavior-relevant if it satisfies the Aggre- 
gation Qualification Condition. The efficient frontier of ~* defined in (46) thus provides 
a standard of technical allocative efficiency independent of policy and behavior. 

An aggregation (y*, x*, z*) is policy- or behavior-dependent if it does not satisfy the 
Aggregation Qualification Condition. The efficient frontier of ~* defined in (46) thus 
does not provide a standard of technical allocative efficiency independent of policy and 
behavior. 32 

Aside from the extreme assumptions of functional separability, the Aggregation Qual- 
ification Condition implies distinction must be preserved for all input and output quan- 
tities that have distinct prices, distinct ex post adjustments, distinct policy controls, dis- 
tinct ex post adjustment possibilities, and distinct behavioral preferences and implica- 
tions. According to Proposition 4, this concept of policy- and behavior-relevance must 
be satisfied in order to investigate technical efficiency or properties of the technology in 
a meaningful and relevant way. 

For the remainder of this paper, we emphasize that imposing efficiency concepts in 
the definition of the technology is inappropriate whenever it is incongruent with policy- 
and behavior-relevance. For example equating marginal rates of technical substitution 
or marginal value products across allocated fixed factors such as land is inappropriate if 
(i) agricultural policy restrictions impose crop-specific acreage limitations, (ii) environ- 
mental policy imposes land-use restrictions or acreage-specific conservation measures, 

32 Note that policy- and behavior-relevance is the opposite of policy- and behavior-dependence. A represen- 
tation is policy- and behavior-relevant if it applies regardless of the particular policy or behavior in effect. 
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(iii) the farmer has crop-specific preferences, or (iv) the farmer values leisure and dif- 
ferent crops have different returns to operator labor. In each of these cases, policy- or 
behavior-related considerations cause implicit prices to vary across allocation variables. 
Similarly, if allocation-specific prices of variable inputs are unobserved then similar 
marginal conditions may be inappropriate for variable input allocations. Because some 
aggregation is required for practical and tractable representation of most production 
problems, we assume from this point forward that the disaggregated description of the 
production problem includes all aggregation that is policy- and behavior-relevant. That 
is, the notation of (44) will be assumed to represent a policy- and behavior-relevant 
description of the production problem as in (46) where asterisks are dropped for conve- 
nience. 33 

4.3. Functional representation o f  technology 

A common practice in production economics has been to switch readily from set theo- 
retic notation to smooth functional representation of technology for econometric pur- 
poses upon assuming continuity and monotonicity. Technologies with structure can 
be analyzed somewhat more generally using the dual set theoretical framework devel- 
oped by Chambers, Chung, and FOxe (1996). Related empirical applications are possible 
along the lines of Chambers and Just (1989). However, the bulk of our presentation uses 
functional notation to facilitate accessibility for the broader agricultural economics pro- 
fession and to relate better to common empirical practices. In practice, the switch to a 
functional representation is typically made arbitrarily with little regard for the structure 
of production. 

From its earliest consideration in economics, multi-output efficiency has been char- 
acterized by single-equation multi-output production functions of the form 

F ( Y ,  X) = 0. (47) 

Samuelson (1967) argued that such forms are very general and can be derived from a 
host of underlying production functions and optimal conditions. Some have taken these 
arguments to mean that (47) can contain a host of distinct functions and conditions of 
the form, Fi (Y,  X )  = O, i = 1 . . . . .  m, which are imposed simultaneously by, say, 

m 

F(Y ,X) - - - -  Z [ F i ( Y , X ) ] 2 = O  

i=1 
(48) 

33 Accordingly, the policy- and behavior-relevant description of a sub-technology corresponds to 

and the physical sums of allocations are represented by c'z* = CZ where z* = (z 1,, ..., znz*). 
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[Mittelhammer et al. (1981)].34 If so, then a simple direct specification that completely 
determines ny outputs from nx inputs following ny distinct scalar relationships, 

Yi = 3~(X),  i = l . . . . .  ny,  (49) 

can be represented by (48) where Fi (Y ,  X )  = Yi - f i  (X) ,  i = 1 . . . . .  ny.  For practical 
purposes, however, the representation in (48) is not useful because it yields O F / O Y  = 0 

and 0 F / O X  = 0 whenever F ( Y ,  X) = 0. Such single-equation forms are not consistent 
with many standard manipulations of  production problems and, in particular, violate the 
standard convexity assumption of duality (see Appendix,  Section A.3, for details). 

PROPOSITION 5. Single-equation implicit production funct ions  cannot  represent tech- 

nologies with structure in ways that lend themselves to standard assumptions o f  dual- 

ity or other standard manipulations o f  production problems using Lagrangians, K u h n -  

Tucker conditions, or the implicit funct ion theorem. 

To represent technologies with structure, ambiguity about how many functional con- 
ditions are imposed by the technology must be resolved. In spite of the potential gen- 
erality of (47), common single-equation specifications of technology render represen- 
tations such as (48) and (49) inapplicable. For example, Klein 's  (1947) multi-product 

generalization of  the Cobb-Douglas  production function, 

F ( Y ,  X )  = YlY~ - A x  I x 2 , 

or, indeed, any single-equation form that is separable in inputs and outputs, 

F ( Y ,  X )  = h ( Y ) -  g ( X )  = O, 

cannot represent structures such as (48) and (49). Alternatively, the structure in either 
(48) or (49) is represented unambiguously by (45) without requiring OF/OY  = 0 and 
O F / O X  = 0 when F ( Y ,  X) = 0. As a result, the standard assumptions and manipula- 
tions identified in Proposition 5 are not excluded. Thus, the form in (45) is used below. 

To see that similar implications apply in the dual approach, consider the special input 
nonjointness case of  (49) where Yi = f ,  (x i ) ,  i = 1 . . . . .  ny.  With the dual approach of 

34 Samuelson (1967) is somewhat ambiguous on this point. Clearly, Samuelson interprets (11) as giving the 
maximum amount of any one output given amounts of all inputs and all other outputs. In other words, (11) 
characterizes the production possibilities frontier associated with a given input vector X. This interpretation 
alone, however, does not identify whether more than one condition may be required to reflect, say, a technol- 
ogy where 2 outputs follow a particular by-product relationship in addition to a typical implicit production 
possibilities frontier relationship. We note also that Samuelson also uses standard Lagrangian techniques 
which, as shown below, are not applicable for representations such as (11) that combine multiple conditions. 
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Chambers, Chung, and Ffire (1996), which is sufficiently general to handle technologies 
with structure, the input distance function becomes 35 

D l ( y , x ) = m a x { m i n { D ~ ( y i , x i ) }  Zxi=x,y=(Yl. . . . . .  Yny)},  
l 

where D~ (Yi, x i)  is the input distance function associated with sub-technology i. Each 
of  the sub-technology distance functions corresponds to one of the production relation- 
ships in Lau's  (1978) development illustrated in Equation (13). The left-hand side dis- 
tance function cannot reflect the structural characteristics of the multiple sub-technology 
distance functions on the right-hand side. Thus, multiple functions are required to fully 
represent multiple sub-technology structure in dual as well as primal approaches. 

4.4. Structural versus reduced-form representation o f  technology 

A typical view that has followed from the duality emphasis on PPFs has been that the 
input vector determines the output possibilities set rather than a specific output vector 
[e.g., Chambers (1988)]. Indeed, this view is appropriate as a reduced-form represen- 
tation where allocations of  aggregate inputs both spatially and temporally as well as 
among production activities represent a corresponding structural determination of the 
output mix. The contrast between these reduced-form and structural concepts of  tech- 
nology are analogues of  reduced form and structure in econometric models. Each has its 
appeal. However, unlike econometric models, the just-identified case occurs here only 
when technologies have trivial structure (i.e., either there are no sub-technologies or 
the sub-technologies have mutually exclusive sets of  inputs and outputs). Otherwise, 
if technical inefficiency is measured in the reduced form in (43), one cannot identify 
whether the sub-technologies are inefficient, or whether the inefficiency comes from 
allocative inefficiency, or whether the Aggregation Qualification Condition is violated. 

At the basic level of  management decision making, the manager must control deci- 
sions that determine which mix of  outputs is produced (for given magnitudes of  un- 
controllable factors). Otherwise, the typical tangency conditions of price lines with pro- 
duction possibilities frontiers cannot be attained by deliberate choice, in which case the 

35 To see this result, let the input requirement set for each sub-technology be represented by v i (Yi) = { xi I 
(Yi, xi ) E ~i } in which case the overall input requirement set is v (y) = Y~i vi (Yi). The input distance func- 
tion is 

Dl(y,x) = max/o~>0 x / a 6 ~ i  vi(Yi) } 

= maxlce>O x i /o t6v i (Y i ) , i= l  . . . . .  ny; ~ i  x i = x  }. 

Since e can only be feasible if x i/c~ ~ v i (Yi ), i = 1 . . . . .  ny, it must satisfy c~ <~ D~ (Yi, xi ), i = 1 . . . . .  n y, 
where D! (y, x) = max{mini {D) (Yi, xi)} { ~ i  xi = x, y = (Yl .. . . .  Yny )}- 
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bulk of multi-output production theory is inapplicable. Thus, given convexity of sub- 
technology production sets (quasi-concavity of the associated production functions), no 
generality is lost by assuming that input decisions for the underlying sub-technologies 
determine the output vector with structural technical efficiency uniquely for given mag- 
nitudes of uncontrollable factors. This determination is made by the allocation of inputs 
both spatially and temporally among sub-technologies as in the following axiom. 

The Fundamental Axiom of Multi-output Production: For given magnitudes of un- 
controllable factors, the complete vector of input decisions uniquely determines the 
technically efficient vector of outputs. 

The complete vector of decisions includes all spatial and temporal allocations of both 
purchased variable inputs and allocated fixed factors including allocations of recurring 
service flows from firm-owned resources (as well as any non-allocated fixed factors 
not represented explicitly here). From a practical standpoint, this axiom simply implies 
that a farmer can determine the production mix of, say, corn and soybeans (subject to 
uncontrolled exogenous and random forces such as weather, pest infestations, illness, 
variations in work quality, and errors in applying decisions) by making all available 
input decisions including allocations of land, fertilizer, pesticides, labor, machinery ser- 
vices, etc., both spatially and temporally. This axiom, in effect, simply divides all forces 
affecting production into two groups - controlled and uncontrolled - and assumes that 
these two groups of forces determine production uniquely. In other words, once all pro- 
duction decisions are made and uncontrolled forces act, the producer is not left with an 
ex post ability to adjust the output mix. 

As realistic and innocuous as this axiom seems, it has been the focus of an implicit on- 
going debate [compare the PPF-based duality literature to Mittelhammer et al. (1981); 
Just et al. (1983); Shumway et al. (1984)]. Adopting this Fundamental Axiom, however, 
immediately leads away from the PPF and toward sub-technology characterizations of 
technology. The basic points are that (i) PPFs represent a reduced-form summary of 
the implications of a more basic representation of technology involving spatial and 
temporal allocations of inputs among sub-technologies, whereas (ii) the structures of 
sub-technologies have potential implications for production analysis and related policy 
analysis. 

The Fundamental Axiom permits the use of sub-technology representations to ex- 
amine implications. An immediate implication of the Fundamental Axiom is that sub- 
technology efficiency under continuity and monotonicity can be represented by 

yi fi (x i, z i, g), (50) 

where j~ is a multivariate function determining the complete vector of output quanti- 
ties and ki is the number of outputs that are not identically zero in sub-technology i. 
Thus, if Fi (y i ,  x i ' z i ,  e )  in (45) includes multiple implicit relationships along the lines 
of (48) then the representation in (50) is assumed to make these relationships explicit 
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yielding non-trivial derivatives for purposes of standard manipulations of production 
problems. Thus, whereas Fi (yi, x i, zi, e) in (45) represents a sub-technology by its 
reduced-form PPF, Equation (50) represents the structure of a sub-technology explic- 
itly with the multiple equations of a vector valued function where appropriate. In turn, 
structural technical efficiency is represented by 36 

Y Zi~---ki ~-ki ~ki f (X, Z, e), (51) 
y n L f m (  x m  , Z m , 8)  

which specifies the complete vector of output quantities of the firm. The number of non- 
identically-zero outputs in Y is t h u s  ~ i  ki .  For example, the simple Samuelsonian case 
of (11) where each sub-technology produces a unique single output yields ki -- 1 for all 
i, which is the case of full input nonjointness. 37 In addition, fixed allocated inputs must 
obey C Z  <~ K so that feasible disaggregated input-output efficiency is given by 

Y c {U(X, Z,~)  I C Z  <<, K; ~Z' ~ f ( X ,  Zz, e) ~ f ( X ,  Z ,e )  & CZ'  ~ K}.  

A brief example can illustrate the richness of (51). Suppose a farm has two sub- 
technologies: one for production of wheat and one for cow-calf production. The wheat 
sub-technology may produce both grain and straw (both are outputs of harvesting). The 
cow-calf operation produces both bull calves and heifer calves. The farmer faces de- 
cisions of how much labor to allocate to each of the two sub-technologies but each 
sub-technology has two outputs. Thus, each 3~ (x i, z i, e) is two-dimensional whereas Y 
is four-dimensional. 

The characterization of technology by (50) and (51) employs possibly numerous 
equations to describe a firm's technology compared to the more traditional single equa- 
tion reduced-form description of a PPF as in (47). The purpose of the next several sec- 
tions is to show that the multitude of equations in (50) and (51) have much to say 
about the structure and properties of technology that can only be uncovered by examin- 
ing sub-technologies. Furthermore, typical econometric efficiency considerations sug- 
gest advantages to estimation of as much of this structure as data availability permits. 
By comparison, single-equation reduced-form PPF estimation of (47) or duality based 
supply-demand estimation based on a PPF characterization of the production set suffers 
from econometric inefficiency [Mundlak (1996)].38 

36 Again, the reader should bear in mind the poss!ble presence of public inputs, which are suppressed for 
notational convenience. For example, each f i  ( x~ , z ~ , ~) in (50) and (51) might be described more completely 
by f i  ( xO, z O, x i ,  z i , ~) where x 0 and z 0 are public variable and fixed inputs, respectively. 
37 Note that from this point forward Y is assumed to include only outputs that are not identically zero. Thus, 
ny = ff~i ki where the dimensions of the yi ' s  are not all the same. Nevertheless, y = A Y  is assumed to 
represent aggregation by physical attributes across time, space, and sub-technologies. 
38 The underlying econometric principle has been developed by, for example, Dhrymes (1973), who showed 
that more efficient estimates of reduced forms are obtained by estimating the underlying structure. 
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To examine the structural representation of technology for empirical purposes, how- 
ever, requires careful specification of allocation decisions, by-product relationships, and 
related concepts of controllability and rank of technologies. These issues are discussed 
in detail in Appendix Section A.4 but are outlined intuitively here to facilitate remaining 
discussion. While relatively little may be known regarding specific functional forms, the 
dimensions of allocations, by-product relationships, controllability and rank can typi- 
cally be determined quite well on the basis of actual farming practices and information 
available from production scientists. For example, purchased inputs for crop production 
must typically be allocated among plots and time (i.e., among specific trips over specific 
plots with specific farm equipment). When one crop is grown at a time as in developed 
agriculture, a major decision is how much land to allocate to each crop in each growing 
season as well as how much seed, fertilizer, and pesticides to apply per unit of land on 
each crop or plot and when to apply it. These simple observations determine much about 
the structure of production and the dimension of the producer's decision vector. Addi- 
tionally, some products like cotton and cottonseed or bull calves and heifer calves are 
produced in tandem. Cottonseed is not produced as a by-product of wheat production 
nor is cottonseed produced independent of cotton. These relationships, in effect, reduce 
the producer's flexibility in choosing the decision vector in substantive ways. 

With this background, we say a sub-vector of decisions is locally controllable if the 
producer is free to vary any part of the vector by a small amount in any direction. The 
existence of by-product relationships reduces the producer's controllability in choosing 
output mixes. Assuming continuity and monotonicity and partitioning the g vector as 
¥ = (Y, ¥) where Ay E J,+Pnb, the outputs in Y" areAcalled_by-products of Y under tech- 
nology ~ if there exists a non-trivial relationship Y = g(Y, e) that uniquely determines 

17b 

Y. For example, in the case of a wheat sub-technology, if grain and straw are produced 
in fixed proportions aside from uncontrolled forces, then either output may be consid- 
ered a by-product of the other. If, on the other hand, the choice of inputs determines 
the mix of grain and straw output, then the two equations describing their production 
differ substantively (in rank) and neither output is a by-product of the other. In the 
fixed proportions case, straw is typically considered the by-product because of its lower 
value, but this designation is price-dependent and not appropriate in a pure description 
of technology. 

Although this partitioning of the output vector is not unique, results in the Appendix 
show that the dimension of controllability is determined uniquely by the rank of the 
technology, i.e., na = rank(fx,  f z )  where subscripts of f denote differentiation, ny = 

na na +nb, and Y E R+.  The useful purpose of defining the rank of a technology is to 
determine how many equations are required to represent it empirically and, in turn, what 
the dimension is of the investigation required to determine production efficiency. This 
information is also necessary to determine econometric efficiency (how many equations 
are required to represent structure fully). This framework gives a constructive way to 
test for the existence of by-products. For example, nonparametric estimates of f can be 
used to test for the rank of ( fx,  f z )  following Cragg and Donald (1997). 
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A similar issue of  controllabili ty applies to inputs. For example, constraints imposed 
on allocated fixed inputs by fixed resources of  the firm limit the producer 's  flexibility 
in making input choices because they must satisfy C Z  <~ K .  Because the individual 
constraints contained therein may or may not be locally binding, suppose that C and i~ 
represent subsets of  the rows of  C and K,  respectively, corresponding to locally binding 
constraints. Then C Z  = K summarizes all locally binding constraints on allocated fixed 

Tic 

~puts .  Assuming without l o s s o f  generality that C includes no redundant restrictions, 
C has rank nc so that C Z = K  can be solved uniquely for Z = h ( Z  ¢, K)  where Z is 

RC HC 

n~-nc, R+ C. Obviously, an arbitrary fixed parti t ioned as Z = (Z,  Z) ,  Z c R+ and Z c 
input allocation vector is not fully controllable unless no fixed inputs are limiting. That 
is, even though there are nz allocated fixed input decisions, only n f  = n z - nc of them 
are freely controllable. 

The presence of allocated fixed input constraints explains why the responses of  seem- 
ingly independent production activities may appear dependent. 39 That is, input con- 

straints across production activities can induce jointness between them even when the 
production activities are fully nonjoint [Shumway et al. (1984)]. This is true whether the 
constraints result from allocated fixed inputs or other sources such as pol icy parameters 
imposed on a firm (such as water use restraints, acreage controls or pesticide standards). 
For this reason, statistical testing for restrictions on the input space appears advisable. 
For example, nonparametric tests can be used to determine controllabili ty of  inputs. Al-  
ternatively, such tests can be based upon the existence of  a non-trivial h function by 
regressing Z on Z for hypothesized partitions of Z. 

With this background, a standard form for the structure of  technology is useful. 

A canonical  f o r m  f o r  the local structure o f  mult i -output  technologies consists of 4° 
(i) the controllable production technology, 

= f ( x ,  z ,  8), 
Ha 

(52) 

(ii) the byproduct  relationships, 

~=g(~, ~), 
nb 

(53) 

39 In other words, a producer's decisions result in a specific vector of output quantities - a production pos- 
sibilities surface. Even if aggregate inputs produce a production possibilities surface (as in some dual devel- 
opments), an additional decision must be made to determine a particular point on the production possibilities 
surface if the standard multi-output profit maximization theory is appropriate. 
40 Note that Equations (52) and (53) are jointly equivalent to Equation (51) in the sense that either can be 
solved for the other. Equations (52) and (53) correspond to a representation that solves the x i's and z i's out 
of as many individual equations of (51) as possible, Note, however, that n z >~ m because each sub-technology 
must have at least one substantive production relationship. 
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and (iii) the binding input restrictions, 

Z=h(Z, K), (54) 
HC 

where I~ and Z¢ are locally controllable, Z = (Z, ZA), and the Jacobians of f ,  g, and h 
have full row rank. 

Appendix Section A.4 derives the following proposition. 

PROPOSITION 6. Every technology that satisfies 
(i) the FundamentaI Axiom of Multi-output Production, 

(ii) continuity, and 
(iii) differentiability 

can be characterized locally in canonical form. 

This characterization of technology is convenient for applying the various measures 
of efficiency defined above. For example, each of the individual equations in the con- 
trollable technology corresponds to sub-technology efficiency. The equations in the con- 
trollable technology plus the by-product relationships correspond to structural technical 
efficiency. Combining the controllable technology with by-product relationships and in- 
put restrictions corresponds to feasible disaggregated input-output efficiency. This de- 
scription of technology is thus policy- and behavior-relevant. 

Before turning to applications of this framework, we consider one remaining gen- 
erality of the controllable technology. Some inputs may be allocated so that a distinct 
portion is applied to each production activity, i.e., is allocated to a specific time and lo- 
cation within that activity. However, other distinct input applications may have positive 
marginal products in more than one output equation as in the case of a public input. 
This gives rise to joint output relationships that may connect some output equations 
in the controllable technology. Appropriate modeling of such relationships is essen- 
tial for proper investigation of issues such as diversification. Indeed, such modeling is 
essential for understanding issues of scope and scale (to the extent that economies of 
scope depend on scale). Chavas (2001) mentions several examples of processes that de- 
termine economies of scope such as nitrogen fixation, pest control, and crop-livestock 
interactions. As explained above, single-equation representations cannot convey useful 
understanding of such multi-dimensional interaction. Economies of scope and diversi- 
fication may depend on many factors including public inputs as well as binding input 
restrictions and by-product relationships [even under profit maximization as in Pope 
(1976)] in addition to typical risk aversion explanations. We submit that the approach 
of description versus technical detail in Chavas' review is indicative of (i) the poor state 
of understanding of these issues and (ii) the lack of true explanation provided by PPF 
approaches. 



Ch. 12: The Agricultural Producer: Theory and Statistical Measurement 695 

4.5. The problem with unobservable decision variables 

A typical problem for empirical analysis of  production is that some variables are not 
observed. For example, a typical case in aggregate agricultural production is where 
temporal and spatial allocations of  purchased variable inputs within growing seasons 
are not observed. This lack of  data availability seems to motivate the focus on PPFs 
in typical production studies. As noted above, however, such approaches as typically 
practiced have not led to policy- and behavior-relevant representations of  technology. 

Here we investigate the feasible approach to estimation and identification of  policy- 
and behavior-relevant technology when some decisions are not observed. An appropri- 
ate approach in this case is to solve unobserved variables out of the system in (52)-(54). 
We argue that this is the only feasible approach if the resulting representation of  tech- 
nology is to be policy- and behavior-relevant, i.e., truly a representation of  nothing more 
than technology. 4 

Consider, for example, the case where an individual output is not observed. Then the 
corresponding individual equation in (52) or (53), which explains that output, is not 
observable and must be dropped from any estimable system. Alternatively, suppose an 
individual input variable is not observed. If  the input appears among the binding con- 
straints, then one of  the binding constraints can be solved for that input variable; that re- 
sult can then be used to substitute for the unobserved variable in (52). I f  a constraint with 
known coefficients is solved, such as a simple aggregation constraint for an allocated 
fixed input, then values of  the variable can be calculated from the others to substitute 
into (52). When a constraint that has unknown coefficients is solved for an unobserved 
input variable, then an estimable form must be substituted for the unobserved variable 
in (52). This process may complicate estimation of (52) because numerous parameters 
may appear in individual equations after substitution thus requiring more observations 
for identification. But estimation is possible in principle and no justifiable alternative is 
apparent. 

I f  additional input variables are unobserved, remaining input constraints can be used 
one-by-one if the unobserved variables appear among the remaining input constraints. 
Otherwise, one of  the remaining equations in (52) must be solved for the unobserved in- 
put variable. Such a relationship may include an unobservable error term and add to the 
stochastic complications of estimation of  remaining relationships. But again, estimation 
is possible in principle with sufficient numbers of  observations. 

Continuing inductively with this approach which is applicable under the assumptions 
of  the Implicit Function Theorem obtains the following proposition. 

41 We remind the reader that all poficy- and behavior-relevant aggregations are assumed to be included in 
the problem representation at this point as in (46). If further policy- and behavior-relevant aggregation is 
possible, then simple Pareto efficiency among those allocations may yield additional policy- and behavior- 
relevant structural equations. 
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PROPOSITION 7. Aside from by-product relationships, which do not characterize the 
effects of inputs, the maximum number of non-redundant observable equations that can 
characterize purely technological relationships is equal to the number of observable 
controllable outputs (na) plus the number of purely technological binding input con- 
straints (nc) minus the number of unobservable decision variables (if non-negative). 

An immediate implication is as follows. 

COROLLARY 1. Aside from by-product relationships, if the number of observable con- 
trollable outputs plus the number of purely technological binding input constraints mi- 
nus the number of unobservable decision variables is non-positive, then no purely tech- 
nological relationship is estimable. Any estimable relationship between outputs and 
decision variables must embody non-technical relationships imposed on the observed 
data, for example, by behavioral and poIicy criteria. 

4.6. The typical agricultural production problem 

In typical agricultural production problems involving multiple outputs, farmers choose 
not only a production possibilities set, but choose a production point in that set. In typ- 
ical dual representations, the choice of a production possibilities set is made by choos- 
ing an aggregate input vector. The concept of efficiency based on profit maximization 
is used to restrict choices to the frontier of the production possibilities set. Then the 
choice of a point on the frontier is represented implicitly by the choice of an output vec- 
tor. Outputs, however, are ex post observations of the production problem and thus do 
not characterize the actual process of production or decision making. Choice of an out- 
put vector implicitly involves determining other choices relating to how the aggregate 
input vector is used. These implicit choices typically involve allocation of aggregate 
inputs over production activities, i.e., over space and time. For example, in examples of 
basic economic principles with two production processes using the same input, the pro- 
duction possibilities frontier depends on the aggregate amount of input available, and 
the choice of a point on the frontier is determined by how much of the aggregate input 
is allocated to one production process versus the other. 

With the allocation of fixed inputs discussed by Shumway, Pope, and Nash (1984), 
farmers must determine how much land to allocate to each crop or how many tractor 
hours and hours of labor to allocate to each plot, etc. Variable inputs must also be al- 
located among production activities (plots) and times of application to choose a point 
on the production possibilities frontier [Just et al. (1983)]. For example, farmers must 
generally determine how much fertilizer, pesticides, and labor to apply to each crop and 
plot as well as how much of each variable input to use in the aggregate. We do not con- 
tend that all inputs must be allocated but argue that at least some allocation decisions 
are required to determine the mix of outputs in most agricultural production problems. 
Such decisions must be considered part of the detailed X and Z vectors that determine 
outputs. 
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Allocations of both fixed and variable inputs are typically treated as unobserved in 
common applications of duality. For example, a common specification of the profit func- 
tion in multi-output production problems is 

m a x { p y -  rx  l (y, x) c ~_i(k,  ~)} 
y,x 

where p is an output price vector taken to apply to the entire growing season, r is an 
input price vector taken to apply uniformly to the entire aggregate of input quantities 
used, x represents choice of aggregate input quantities without regard to temporal or 
spatial allocations, and ~- i  represents possible choices of aggregate inputs and aggre- 
gate outputs with available technology and fixed inputs [e.g., Shumway (1983); Ball 
and Chambers (1982); Weaver (1983)]. This specification yields maximum profit as a 
function of p, r, k, and e if Aggregation Qualification Condition A.2 holds. 

Alternatively, the production framework in (52)-(54) reveals all detailed allocations 
and decisions that demonstrate how outputs are determined ex ante (aside from uncon- 
trollable factors). Clearly, if variable or fixed allocation decisions must be made and 
allocations are ignored as in a typical dual framework, then the allocations must either 
be considered unobservable or the econometric efficiency that can be attained with full 
structural estimation is lost. We note, however, that there is nothing about the modern 
dual approach that prevents this more detailed empirical investigation. For example, 
Chambers and Just (1989) use a dual approach to investigate allocations of an observed 
allocated fixed factor. Similar techniques can also be used to investigate price differ- 
ences among allocated quantities where they apply following the general theoretical 
framework of Chambers, Chung, and Fare (1996). 

Undoubtedly, some of the elegance and simplicity of the typical reduced form (dual 
or primal) approach is lost by considering a full structure for production technology 
as in (52)-(54). However, unobserved or ignored allocations of inputs have dramatic 
implications for estimation of technology as the following proposition demonstrates 
(see the Appendix for the proof). 

PROPOSITION 8. If(i) two or more inputs (whether variable orfixed) must be allocated 
among sub-technologies, (ii) the allocations are unobserved or ignored in estimation, 
and (iii) the number of  controllable outputs is less than the number of  allocated in- 
puts times the number of sub-technologies, then no purely technological relationship 
other than by-product relationships is estimable. In particular, no purely technological 
relationship is estimable in the input nonjointness case of  (11). 

The conditions of Proposition 8 appear to be broadly applicable and cast doubt on the 
ability to estimate purely technological relationships from aggregate data. Furthermore, 
a much stronger result applies if physical inputs must be allocated over space and time 
within sub-technologies. Proposition 8 focuses only on allocations of inputs over sub- 
technologies. The problem is that many allocations of inputs over crops as well as space 
and time are generally not recorded in aggregate data. For example, aggregate public 
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data are generally not available on the allocation among crops (or plots) of variable 
inputs such as labor or of allocated fixed inputs such as tractor hours. We note, however, 
that allocation of land among crops is usually available and has not been exploited by 
typical dual production studies. Thus, the failure to utilize allocation data cannot be 
blamed entirely on data unavailability. 

While we note that allocation data for land among crops is generally available and 
unutilized (and was a prominent subject of study prior to the duality revolution), the 
principle of Proposition 8 also suggests that specific assumptions may be required for 
its use. For example, suppose that land allocations are observed but that other allocations 
are unobserved as in the following corollary to Proposition 8 (see the Appendix for a 
proof). 

COROLLARY 2. I f  (i) three or more inputs (whether variable or fixed) must be allo- 
cated among sub-technologies, (ii) only the allocations of one input are observed and 
used in estimation, and (iii) the number of controllable outputs is less than the number 
of observed allocated inputs times the number of sub-technologies, then no purely tech- 
nological relationship other than by-product relationships is estimable. In particular, 
no purely technological relationship is estimable in the input nonjointness case of (11). 

The implication of Corollary 2 is that if only land allocations are observed and at least 
two other input allocations are unobserved, then purely technological relationships are 
generally unobservable unless specific restrictions are imposed on the technology. For 
example, one could assume that other allocated inputs are applied in fixed proportions 
with land. Since such assumptions must be imposed to observe technology, it follows 
that hypotheses such as fixed input proportions among allocated inputs cannot be re- 
jected with observable data under the conditions of Corollary 2. 

In Mundlak's (2001) review (this Handbook), he characterizes the modern dual ap- 
proach as having not delivered its promised benefits in the empirical analysis of pro- 
duction. We agree but argue that the criticism should not be of the potential of the dual 
approach but of the failure to pursue understanding of the structure of production. It is 
simply the typicalpractice of duality (the focus on the PPF alone) that has been limiting. 
We argue that this practice is, at least in part, a self-imposed limitation of the profes- 
sion. But it is also, in part, a result of public data limitations. With proper consideration, 
some hypotheses that have been entertained in the literature may not be testable with 
available data. 

4. 7. Estimable relationships among inputs and outputs 

To examine additional implications of the criticism in Section 4.6, the production prob- 
lem can be further characterized by determination of the decision vectors X and Z 
according to some behavioral criterion given available technology. 

A behavioral criterion is a rule sufficient to determine production decisions in X and 
Z uniquely given the full description of technology in (52)-(54). 
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For example, in the case of profit maximization (ignoring uncontrollable factors for 
purposes of illustration), the problem is 

max [ P Y -  R X  I Y =  f ( X ,  Z , e ) ,  Y=g(Y,  e), Z - -h (Z ,  K)}. 
Y, X, Z" /Ta nb nc 

(55) 

After substitution of the constraints and assuming well-behaved technology, this prob- 
lem generates a set of no = nx ÷ n f  first-order conditions for optimization of the form 

~-(X, Z, P, R, K, e) =0 .  (56) 
i7 0 

These no relationships together with the nc binding constraints in (54) uniquely deter- 
mine X and Z. The remaining na q- nb relationships in (52) and (53), in turn, deter- 
mine Y following the Fundamental Axiom of Multi-output Production. This framework 
clearly differentiates the relationships defining technology in (52)-(54), which appear 
as constraints in (55), and the behavioral relationships in (56). 

Alternatively, if all allocations of input and output quantities have identical prices 
over space and time in the production cycle (the typical assumption), the decision prob- 
lem can be represented by 42 

m a x { p y -  rx [ y=Af(X,Z,h(Z,  K),¢), x=BK} ,  (57) 

/7~ 
where y ~ R+ ~, x E R+.  Several points are important in comparing this problem to 
typical analysis of aggregate production problems. First, the decision variables in this 
problem, after substituting constraints, are not simply y and x but rather X and L¢. Thus, 
the number of first-order conditions is nx + n f .  In this set of first-order conditions, 
the price of one input or output can be arbitrarily normalized (set to 1) because of 
homogeneity of supplies and demands in prices, which follows from (57). Then, in 

* ÷ * 1 of the nx + n f  first-order conditions can be solved for the non- principle, ny n x - 

normalized prices and substituted into the remaining first-order conditions obtaining 
n o = nx + n f  - ny - n x ÷ 1 relationships expressed solely in terms of y, X, and Z, say, 

~-(y, X, Z, K, ¢) =0.  (58) 
/70 

Typically, the number of relationships in (58) is large when there are allocations because 
* represents the number of aggregate variable inputs whereas nx represents the number g/x 

of variable factor allocation variables summed over all variable inputs and, similarly, ny 

42 Note that Y1~y A f ( X ,  Z, e) = A .  (7, Y) where Y ha= f ( X ,  Z, ~) and Y=,ib g(]~' ~)" Also note that Z = 

(Z, Z) = (Z, h(Z, K)). 
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represents the number of aggregate outputs whereas n f  represents the number of fixed 
factoic allocation variables summed over all production activities. 

Note, however, that the relationships in (58) cannot be purely technological rela- 
tionships even though they include only input and output quantities because they are 
derived from first-order conditions based on the behavioral criterion. Clearly, these re- 
lationships include more information than reflected in the pure statement of technology, 
y ~ A f ( X ,  "Z, h (Z ,  K) ,  ~) because the rank of first-order conditions leading to (58) is 

- * - * + 1 (if they can be solved uniquely for all decisions) whereas the nx + n f ny n x 

reduced-form statement of technology in (57) has at most rank ny. 
From these results, estimation and hypothesis testing based on first-order conditions, 

including all dual methodology, does not necessarily reveal information about technol- 
ogy. For example, apparent nonjointness or apparent nonseparability suggested by esti- 
mates of any subset of these relationships may simply reflect an interaction among vari- 
ables induced by the maintained behavioral hypothesis (see the example of Section 3.4). 
These results are summarized by Proposition 9 (see the Appendix for a proof). 

PROPOSITION 9. Under the conditions o f  Proposition 8, no hypotheses about the struc- 
ture o f  technology are testable. All  observable relationships o f  inputs and outputs are 
policy- or behavior-dependent. 

All hypothesis tests on the structure of agricultural technology relating to jointness 
and separability of which we are aware are made in problems where the presence of 
two or more inputs with unobserved allocations cannot be ruled out. On the basis of 
Proposition 9, the associated conclusions are invalid. 

4.8. The "technology" estimated with standard dual applications 

In standard dual applications assuming differentiability, technology is implicitly rep- 
resented by a scalar PPF relationship of the form derived in (44), F ( y ,  x ,  k,  e) = O, 

1 
i.e., one involving only aggregate inputs and outputs [e.g., Shumway (1983); Ball and 
Chambers (1982); Weaver (1983)]. From the na + nb + nc relationships describing tech- 
nology and firm-controlled resource constraints in (52)-(54) and the no = nx + n f  first- 
order conditions in (56), exactly one such relationship involving only aggregate inputs 
and outputs is observable in general. To find this relationship starting from (55), one 
must aggregate not only the outputs as in (57) but also eliminate all the allocations. 
In other words, after obtaining (57), the n o = nx + n f - ny - n x + 1 relationships 
among all input decisions and outputs that are devoid of prices can be used together 
with y ~ A f (X, Z¢, h (Z, K), e) and x n~*= B X to solve for all nx + n f allocations, which 

are then substituted into a remaining single condition. 
The resulting single condition is of the form F* (y, x, k, 8) = 0 and is regarded as 

l 
characterizing the production possibilities frontier. However, under the conditions of 
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Propositions 7, 8, and 9, this relationship may be determined at least partially by the be- 
havioral criterion. For example, if one of the inputs is an allocated fixed input or involves 
allocation of a variable input that does not have the same price across all locations or 
times, then any single-equation representation of technology using only aggregate vari- 
ables will be policy- or behavior-dependent. 

An interesting question is whether knowledge of this frontier can reveal information 
about the structure of  technology for which it is commonly used to test. In general, the 
answer is no. At best (when the Aggregation Qualification Condition holds), it can only 
answer very limited questions about the reduced-form structure. The illustrative exam- 
ple of  Section 3.4 demonstrates clearly the difference between structure and reduced 
form. 

4.9. Congruent modeling of econometric errors and inefficiencies 

Thus far, we have largely ignored uncertainty issues related to agricultural production. 
In reality, agricultural production is highly subject to random forces such as weather and 
pests. The presence of such forces in worldwide agricultural production causes prices 
also to be random and unpredictable - particularly because of long lags between com- 
mencement  of  production and realization of output. Adding unanticipated stochastic 
variation in production reveals further problems with typical practices. 

To illustrate, note that the profits in (55) after substituting constraints can be repre- 
sented by P f ( X ,  Z, K, ~) - R X  where 

f ( X ,  Z, K, e) = [ f ( X ,  Z, h('Z, K), e), g ( f ( X ,  Z, h('Z, K), ~), e)] 

= { (Y ,Y)  I Y = f ( X , Z , e ) , Y = g ( Y , e ) , ~ = h ( Z , K ) } .  (59) 

Prices and production disturbances are assumed to be random at the time decisions 
are made and, for simplicity in this section, the behavioral criterion is assumed to be 
expected profit maximization. The expected profit function and resulting demands and 
allocations are 

re(I, K) = max{El[P f (X, Z, K, e) - RX]}, 
x ,z  

[X*( I ,  K) ,  Z * ( I ,  K) ]  = argmax{El[ P f (X, Z, K, ~) - RX]}, 
x ,z  

respectively, where I represents information (e.g., a subjective distribution) upon which 
the producer 's  expectations of  P ,  R, and e are based. 

Assuming mean expected prices are included among I ,  differentiation of the profit 
function with respect to them obtains demands, X = X* ( I ,  K),  by the envelope theo- 
rem consistent with Hotelling's lemma. 43 Chambers and Just (1989) demonstrate how 

43 Depending on the stage of production in a dynamic representation, some of the random disturbances may 
have already been realized in which case I can include some actual values of some elements of e. 
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the allocation equation specifications, Z = Z*(I,  K), can also be derived consistent 
with sub-technology profit function specifications. Because prices and output are ran- 
dom, however, simple differentiation of the profit function does not generally obtain 
consistent output supply specifications following Hotelling's 1emma. Rather, substitut- 
ing input demands and allocations into (59) yields the actual output supplies, 

Y = Y*(I,  K, e) = f ( X * ,  Z*, K, ~), 

which have expectation E/(Y) = Y'* (I,  K) = Er [ f (X*,  Z*, K, ~)]. This specification 
generally differs from the derivative of the profit function with respect to mean output 
prices because of correlation among output prices and quantities, and nonlinearities of 
output in the production disturbance. 

Two often-overlooked problems arise in subjecting this framework to estimation. 
First, the need to treat allocations differently than variable input demands is typically 
ignored assuming their prices can be represented implicitly as constants across space 
and time. Since this practice was criticized above, we abstract from the case with allo- 
cations for the remainder of this section because most readers are more familiar with 
notation that ignores allocations. 

The second typically-overlooked problem relates to stochastic specification for esti- 
mation. Because input demands are derived by maximizing expected profits rather than 
actual profits, random variation is removed, leaving the resulting specification devoid 
of the random disturbances necessary for econometric purposes. The typical practice 
has been to append arbitrarily an econometric disturbance vector, say 8, to the vector 
of demand equations so the estimated specifications follow X = X* (I, K) + 8. Alter- 
natively, the profit function has been treated as a deterministic problem in mean prices, 
say P = E(P)  and R = E(R), so that application of Hotelling's 1emma obtains 

~-(P, R, K) -- ln~x{gf(X,  K, e) - R'X I e = 0}, 

Y = Y*(P,  R, K) = ON(P, R, K) /OP,  

X = X*(P,  R, K) = -ON(P,  R, K)/OR. 

This approach leaves each specification lacking an econometric disturbance for pur- 
poses of estimation. Typical practice has been to simply append disturbances to each 
relationship obtaining an estimation system of the form 

Y = Y*(P, R, K) + v, X = X*(P,  R, K) +~, (60) 

where v and 8 are vector-valued disturbances with zero expectations, e.g., e = (v, 8). 
A major problem with arbitrarily appending disturbances to a profit-function-based 

system is suggested by McElroy (1987) who initiated work on congruent specifications 
of input and output disturbances in the context of cost function estimation. The problem 
is that after arbitrarily appending disturbances to supply and demand specifications as in 
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(60), they no longer  integrate back  to the same under ly ing  profit function.  44 In  the spirit 

of  McElroy,  the profit funct ion that yields via Hote l l ing ' s  l emma both r andom supplies 

and factor demands  as in (60) is of  the form 

N ( P, R, K) = mffx{ f f [ f  (X, K) + v] - R ( X  + d)}. (61) 

The remain ing  p rob lem with McEl roy ' s  approach is that dis turbances are arbitrar- 

ily inserted to satisfy a part icular  theoretical convenience  rather than to correspond to 
how random forces actually affect decis ion makers.  In particular, the specification in  

(61) imposes  additive errors in the product ion  relat ionship and thus cannot  admit  risk- 

reducing or r isk- increasing effects of  inputs  [Just and Pope (1978)]. Also, if  the demand  

dis turbances  in (60) represent  errors in optimization,  then the specification in (61) is 
inappropriate  because it has profits monotonica l ly  decreasing in errors, i.e., the deci- 

s ion maker  is better off mak ing  large negat ive errors thus contradict ing the concept  of  

optimization.  
To explore this p rob lem further, an assessment  of  potential  sources of  error is instruc- 

tive. Typical ly errors in agricultural  product ion  systems can be expected to arise f rom 
errors in decis ion mak ing  by  farmers, r andom variat ion in uncontro l led  forces such as 
weather that affect the product ion  process, and errors in variables (measurement  errors 

in  data). 45 In each of  these cases, the role of dis turbances may  be different. Yet typical  

a priori in format ion  hardly allows exclusion of  one or the other. 

The errors-in-optimization (EIO) case. To illustrate, i f  dis turbances represent  errors 

in decis ion making,  then opt imizat ion errors can be s imply appended to the profit- 
max imiz ing  input  levels as in the demand  system in (60). In this case, however,  the sup- 

ply specification in (60) is no longer  appropriate because the errors in input  levels affect 

output  fol lowing Y = f ( X *  + ~, K, v), which surely differs f rom the Y = f (X* ,  K, v) 
that generates the supply system in  (60). 46 

44 While all the discussion here is in terms of profit functions for simplicity, as illustrated by McElroy's work 
the same principles apply to cost and revenue function estimation as well. 
45 Another source of error in modeling is econometrician error. Perhaps these errors dominate all others but 
we refrain from a substantive discussion because (i) a major goal of this entire chapter is to improve econo- 
metric modeling, and (ii) the effects of modeling errors are dependent on the particular type of econometrician 
error and thus present too many alternatives to discuss here. For example, one possible econometrician error 
is made by assuming disturbances follow EIO (EIV) when EIV (EIO) applies. Another typical example is 
when, following the practice of modem duality theory, the econometrician specifies a profit function with 
little thought about the underlying technology because the profit function is not estimated but only used in- 
strumentally to specify demands and supplies. Thus, the factor demands are obtained up to a random error 
but the profit function depends on this error because the supply or production depends on actual inputs. This 
is also an econometrician error. 
46 This result showing failure of Hotelling's lemma when input errors are transmitted to production functions 
is developed formally by Pope and Just (2000a). 
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The errors-in-variables (EIV) case. Suppose the disturbances represent errors in vari- 
ables. For example, let v represent additive errors in measurement for Y and let 8 rep- 
resent additive errors in measurement for X, which are thus not part of the disturbances 
in e that affect the true production problem. Then the specification in (60) is appropri- 
ate for the case where prices are nonstochastic. However, the profit function does not 
then follow (61) because the errors in v and 8 are not errors that actually affect decision 
makers and actual outcomes. 

The errors-in-uncontrolled-conditions (EIU) case. If disturbances represent errors in 
uncontrolled conditions affecting the production process that are not observed until after 
decision making, then the representation of ~ as an argument of f above is appropriate. 
In this case, the errors possibly interact with other input choices to alter production re- 
sponses and marginal risk effects of inputs. For this problem, practical wisdom implies 
that the researcher is not free to choose an arbitrary representation (or point of inser- 
tion) of an ad hoc disturbance because the role of the disturbance is a substantive part of 
the economic problem. For this problem, a first-order Taylor series approximation of Y 
about 8 = 0 yields a Just-Pope production function, Y = f ( X ,  K, O) + f~(X, K, O)e, 
which provides a minimal yet tractable level of flexibility in the production specifica- 
tion. 

Considering these three sources of error begs a discussion of which are most likely 
to be manifest in agricultural data. Based on the discussion in Section 2.4, it seems 
that the highly unpredictable effects of weather and pests inherent in the EIU case are 
most important to admit unless variables that reflect weather and pest conditions are 
included as measured variables rather than disturbances. While the other two sources 
of error seem less essential, they cannot be ruled out. Thus, the most conservative ap- 
proach is to consider all three simultaneously. For example, one might start with a spec- 
ification for re(I, K) = maxx{E1 [ P f ( X ,  K, e) - RX]} and derive a specification for 
X* (I, K) = argmax x {EI [ P f (X, K, e) - RX] }, which explicitly recognizes the poten- 
tial randomness of prices. Then the supplies and demands might be estimated following 

X = X * ( I , K ) + 8 + ¢ ,  Y = f ( X * + & K , e ) + v ,  (62) 

where ~ represents errors in optimization (which enter through the decisions and thus 
affect outputs through the technology that describes output responses to inputs), ~ rep- 
resents errors in measurement of inputs that do not affect observed outputs, e represents 
uncontrolled inputs such as weather, and v represents errors in measurement of outputs. 

Misspecification of the role of disturbances in production problems can cause con- 
siderable misinterpretation of data and empirical results. For example, Pope and Just 
(1996) developed what appears to be the first approach for consistent estimation of ex 
ante cost functions in the EIO case of stochastic production. Moschini (forthcoming) 
later showed that a different estimator was required for consistent estimation in the EIV 
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case. 47 The contrast of these two papers and the bias and inconsistency resulting from 
using the wrong estimator demonstrates the importance of  focusing carefully on the 
source of errors in production problems. 

Moreover, these results underscore the need to develop robust estimation methods 
that can address a more general model such as in (62) for the case where the correct 
disturbance specification is not known a priori. Then statistical inference can be used 
to determine the correct error specification. In such an effort, Pope and Just (2000b) 
employ a specification similar to (62) by combining g ÷ ~ into a single disturbance, say 
~, and then including )~ as the embedded disturbance in place of  g in the production 
function. Their estimate of  )~ using aggregate U.S. agricultural data is .919 with a stan- 
dard error of .322 implying that the pure EIV case is soundly rejected. The EIO case is 
not rejected even at the .001 level. 

The results in this section are derived for the case where all decisions are made ex 
ante and all uncertainty is then resolved to determine final production and profit. More 
realistically, decision makers make some decisions, then observe some resolution of un- 
certainty. Then further decisions are made and further uncertainty is resolved, and so on 
until the end of  a production cycle. Many of  the principles in this section can be de- 
veloped for this more complex and realistic case but space does not allow development 
here. 

Based on the points in this section, we suggest that agricultural production 
economists have been far too cavalier about inserting disturbances in econometric spec- 
ifications to facilitate estimation. The form in which disturbances enter has dramatic 
effects on estimated technology and on the statistical properties of estimators. The form 
in which disturbances enter can ultimately be answered by statistical inference. Until 
such answers are forthcoming and accepted, agricultural production estimation should 
seek for robust specifications or at least specifications consistent with accepted wisdom 
regarding the nature of agricultural production. 

5. Other generalizations and empirical progress 

Thus far, we have focused on the static production problem to demonstrate some funda- 
mental principles and show how the structural implications and usefulness of  agricul- 
tural production analyses depend on specification. In reality, the agricultural production 
problem is more complex. This section considers briefly several important additional 
frontiers of generalization: (i) dynamic interseasonal considerations related to physical 
and biological processes and investment, (ii) market uncertainties and characterization 
of  information regarding them, (iii) implications of  imposing behavioral criteria in agri- 
cultural production analyses, and (iv) changing technology with atomistic heterogeneity 
of adoption. 

47 Moschini (forthcoming) shows that the Pope and Just (1996) estimator is inconsistent in his EIV case. But 
Moschini's estimator is inconsistent for EIO cases covered by Pope and Just's estimator under risk aversion 
[Pope and Just (1998)]. The properties of Moschini's estimator clearly depend on risk neutrality. 
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5.1. Investment, asset fixity, biological growth, and fertility carryover 

In general, agriculture presents a complicated problem of modeling production over 
time because of partial fixity and limited flexibility of physical production capital, the 
dynamic nature of biological capital (e.g., perennial plants and animals), accumulations 
of pest populations and resistance, and evolution of soil fertility and erosion. For ex- 
ample, machinery and buildings may be highly subject to asset fixity considerations 
[Chavas (2001)] but yet some assets may be highly flexible in application to production 
of a variety of crops. For example, for the most part the same machinery is used to 
cultivate wheat, sorghum, barley, oats, rice and most other small grains. Other types of 
equipment such as hay balers, milking equipment, and tomato harvesters may be highly 
output specific. Because of the dramatic role that physical capital plays in agricultural 
production, understanding investment in machinery, buildings, and land is likely the 
most important step to understanding agricultural production in a time series context. 
Specifically, lags and dynamic processes appear to be at the heart of understanding 
large-animal livestock and perennial crop production problems. Similarly, as Evenson 
(2001) states, lags and dynamic processes are also at the heart of understanding such 
broad policy questions as the economic aspects of R&D. Indeed, they are at the heart of 
understanding agricultural productivity. 

Because new machinery can often be purchased with little delay, is highly lumpy 
(many farms have a single combine or high-horsepower tractor), and embodies unique 
technologies (as in the case of the tomato harvester and related color-sorting equip- 
ment), machinery investment may fit the putty-clay model well [Johansen (1972)] and 
require sophisticated discrete-continuous modeling of physical capital investment [see 
Just and Zilberman (1983) for a primitive such model]. For example, the problem of 
machinery replacement appears to be one of comparing the cost of new equipment less 
salvage value of old equipment (along with the higher productivity of new embodied 
technology) to the cost of continuing operations with old equipment given its higher 
repair costs and down time. Similar principles apply to constructing new buildings. The 
obstacle to analyzing these problems is that available data typically do not report ma- 
chinery or building vintages (ages). Thus, for example, neither the relative technological 
improvements embodied in new machinery nor the salvage value of old equipment can 
be considered adequately in explaining machinery investment. Nor can repair costs be 
explained adequately by the machinery age distribution because it is unobservable. 

Alternatively, development of biological capital (e.g., breeding stock, perennial 
stands of trees, or fertility content of soil) is constrained by biological and physical 
laws of nature and may require long lags for biological growth and adjustment. This is 
why such problems are typically modeled with difference equations that describe the 
number of animals or (acres of) plants that survive from one time period or age cohort 
to the next [see, e.g., Nerlove and Bessler (2001)]. With respect to these investments, 
costs and supply response may follow the traditional model of short- versus long-run 
cost curves [Viner (1931)]. Thus, knowledge of biological growth functions from the 
agricultural sciences may greatly improve empirical modeling of agricultural produc- 
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tion and allow economists to focus estimation on features of the problem about which 
economic knowledge is weak (behavior and expectations). 

To date, however, relatively little research has been devoted to understanding many 
of these longer-term problems of agricultural production. Several studies have exam- 
ined asset fixity in agriculture both theoretically and empirically [e.g., Johnson (1956); 
Johnson and Quance (1972); Chambers and Vasavada (1983)]. Competing conceptual 
models with putty-putty, putty-clay, and clay-clay properties have been proposed [e.g., 
Johansen (1972); Fuss (1977)]. But little recent work has focused on fundamental em- 
pirical representations for some important classes of outputs. For example, the work of 
French, King, and Minami (1985) is essentially the last substantive work on perennial 
crops. Again, perhaps the major obstacle is lack of data regarding the age distribution of 
perennial crops. We note also that perennial crops and large-animal capital stocks have 
hardly been addressed with the modem tools of duality, in part because some of the ele- 
gance of duality is lost in doing so. For example, embedding a known biological process 
in a more complex production problem essentially requires a primal representation of 
part of the process. 

Perhaps agricultural production economists occupied with simple dual approaches 
have been reluctant to tackle such problems. We suggest that more work is needed to 
enhance models for perennial crop and large-animal livestock production by combining 
known aspects of the age distribution evolution of biological capital with the advances 
in representations of the short-run production problem, dual or otherwise. For example, 
the canonical form of the short-run production problem remains as in (52)-(54) after 
adding r subscripts to each variable to denote crop season (e.g., year). What must be 
added is the state equation, 

Kr = K(Kr-I ,  Xr - I ,  Zv-1, ~r-1), (63) 

which describes buildings and machinery (by age and wear attributes), livestock and 
perennials (by age, size and health attributes), pest populations (by accumulated resis- 
tance attributes), soil quality (by accumulated fertility attributes, which depend on pre- 
vious crop use and inputs), and accumulated debt and credit limitations (which depend 
on previous decisions to defer or accelerate repayment). 48 

A dual quasi-profit function may represent the short-run production problem if the 
state equation adequately represents interseasonal aspects of the problem. Such a rep- 
resentation of the production problem would not be complete, however, without adding 
a representation of how behavioral criteria determine implicit and explicit investment 
decisions, conservation behavior, crop rotation decisions, etc. (see Section 5.3). That 
is, behavioral criteria must be supplemented with long-term objective criteria that de- 
pend on Kr ; and the behavioral relationships in (56) must be supplemented accordingly 

48 While we consider only one lag in defining the state equation, as in any Markov process individual elements 
of the K vector can represent individual vintages of arbitrary age for any capital stock variable. Thus, the 
complete age distribution of various capital assets can be included. 
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with preferences that relate to choices in the stock equation. While the state equation 
in (63) may be complex, in some cases substantial knowledge of biological growth 
functions from the agricultural sciences can greatly improve empirical modeling and 
allow economists to focus estimation on features of the problem about which economic 
knowledge is weak (behavior and expectations). 

5.2. Expectations formation and information acquisition 

Representing production problems with price and output risk requires modeling both 
producer information (expectations) and producer behavior. A variety of approaches to 
modeling expectations have been used to model short-run (annual) production under 
uncertainty with some success [see the review by Nerlove and Bessler (2001)]. How- 
ever, the problem of modeling expectations is more difficult in longer-term dynamic 
problems because (i) expectations are, in general, not directly observable, (ii) different 
producers may follow different approaches to forming expectations, and (iii) individual 
producers may switch among different information bases (or expectations mechanisms) 
depending on circumstances. 

Modeling aggregate behavior is particularly difficult when producers' expectations 
are neither directly observable nor identical. The problem is that no data are typically 
available to explain even indirectly how expectations may be distributed among pro- 
ducers. However, Nerlove (1983) presents evidence of considerable heterogeneity in 
individual expectations. So, in many cases, the present state of knowledge simply does 
not reveal how vulnerable agricultural production analysis is to this problem. 

Just and Rausser (1983) further suggest that rationality with costly information im- 
plies endogeneity of the operative expectation mechanism at the individual level. For 
example, some decision makers may find rational expectations require too much costly 
information in periods of stability compared to, say, naive expectations, but yet are 
worth the cost in periods of instability. Nerlove and Bessler (2001) also suggest that 
separation of expectations and optimizing behavior is not theoretically correct. Rather, 
the formation of expectations depends on the use to which expectations are put. 

These considerations imply that agricultural economists are far from unraveling the 
role of expectations and the process of expectations formation particularly in heavily 
dynamic problems. The hope of doing so with aggregate data and current limitations on 
availability of firm-specific data appears dim [Nerlove (1983)]. Nevertheless, the role of 
information is becoming of increasing interest in this "age of information". More efforts 
are focusing on understanding individual information demand and vendor choice [Salin 
et al. (1998); Wolf et al. (forthcoming)]. We predict an increasing importance of these 
efforts in both aggregate and broad farm-specific models of agricultural production. For 
example, suppose the profits in (55) are represented using (59). Then the information 
choice problem might be represented as 

max E l [ P f ( X ,  Z, K ,  e) - R X  - c1(I)[ I ~ ~] ,  
I ,X ,Z  
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where I represents a choice among various available sets of information in qs, informa- 
tion is acquired with cost Cl ( I ) ,  and El  represents a subjective assessment of expecta- 
tions over P,  R, and e given information vector I .  The concept here is one of forming 
an expectation for the benefits of each information set when the actual information set 
is unknown and perhaps untried. In forming subjective assessments of the benefits of 
various information choices, a variety of experimentation and learning-by-doing possi- 
bilities arise akin to the problem of learning about new technologies in the technology 
adoption problem [see Sunding and Zilberman (2001)]. Clearly, much remains to be 
done to address these issues. 

5.3. Imposed  versus revealed behavioral  criteria 

Much of the traditional body of economic theory and empirical modeling, whether by 
input share equations, duality, or non-parametric estimators, implicitly imposes compet- 
itive profit maximization [see Mundlak (2001)]. This behavioral assumption apparently 
has been quite robust in the general economics literature for problems where certainty 
approximates reality in short-run production problems. Because of the importance of 
uncertainty in agriculture, however, this robustness may not apply. Most studies in agri- 
cultural economics that recognize this possibility have modeled agricultural produc- 
tion assuming either expected profit maximization or expected maximization of von 
Neuman-Morgenstern utility under risk aversion. Very little statistical testing against 
more general maintained behavioral hypotheses has been done, although a few studies 
have attempted to measure properties of risk aversion (absolute risk aversion, relative 
risk aversion, and partial risk aversion) and determine whether such measures are con- 
stant, increasing or decreasing. For example, Pope and Just (1991), Chavas and Holt 
(1996), and Bar-Shira, Just and Zilberman (1997) have attempted to determine the struc- 
ture of risk preferences from actual production data, and Binswanger (1980, 1981) has 
attempted to determine the structure of risk preferences from revealed preferences for 
manipulated lotteries. 

Outside of the expected utility hypothesis (which has expected profit maximization 
as a special case), however, few alternative behavioral hypotheses have been considered 
empirically. However, numerous studies have criticized the expected utility hypothe- 
sis on positive grounds because it fails to describe observed behavior [Kahneman and 
Tversky (1979); Moschini and Hennessy (2001); Chambers and Quiggin (1998)]. One 
approach is to introduce a different weighting of outcomes in different states follow- 
ing the generalized expected utility approach [Quiggin (1982); Machina (1987)]. While 
alternatives have been proposed, little comprehensive empirical evidence has been gen- 
erated in direct comparative support of alternatives. Most recently Buschena and Zil- 
berman (2000) have shown that generalized expected utility models lose much of their 
predictive dominance over expected utility when a heteroscedastic error structure is 
used. While the expected utility model has been criticized because it is informationally 
demanding [Moschini and Hennessy (2001)], generalized approaches tend to be even 
more informationally demanding at least when many states of nature are considered. An 



710 R.E. Just and R.D. Pope 

approach that reduces information demands on both decision makers and researchers is 
to rely on rules of thumb and recommendations of agricultural extension specialists. 
Just et al. (1990) show for Israeli agricultural data that such behavioral hypotheses tend 
to better fit observed behavior than the expected utility hypothesis. 

Still other generalizations of behavior are appealing. Some of these are suggested by 
the multiple-goal programming models of farm management [e.g., Candler and Boehlje 
(1971); de Koning et al. (1995)]. For example, in a business where family labor appears 
to be a qualitatively different input for some tasks because of moral hazard considera- 
tions, farmers may prefer to trade off profit for labor depending on the amount of family 
labor needed to maximize (expected) profit. Thus, the utility function may have more 
arguments than profit that must be considered to explain behavior. Similarly, because 
of complex dynamics caused by biological production relationships, some farmers may 
prefer to trade off present profits for future wealth or long-term financial security. The 
large number of alternative objective criteria considered by Barry and Robison (2001) 
are evidence of such considerations. In recent decades, hobby farming has also become 
more important in which case farmers may have preferences for specific outputs (e.g., 
horses) or inputs (e.g., picturesque white fences). 

With the possibility of such concerns in farmer preferences, we suggest that agricul- 
tural economists have been cavalier regarding behavioral criteria in most standard pro- 
duction studies. Forging ahead with the convenience and intuitive appeal of the profit 
maximization hypothesis in agricultural production analysis may be subject, at least for 
some problems, to the McCloskey (1998) criticism of searching under a lamppost for a 
lost wallet merely because the light is brighter there. 

Evenson (2001) states that models of diffusion based on revealed preferences depend 
on properly sorting out technology, behavior, and expectations from one another. Barry 
and Robison (2001) emphasize the need for the study of agricultural production to sup- 
port policy analysis by correctly sorting out (i) the role of constraints such as collateral 
limits or other credit rationing, (ii) the role of policy in altering behavior, (iii) the role 
of risk and risk preferences, and (iv) the role of intertemporal behavior. The central 
points of this paper further demonstrate that sorting out the properties and structure of 
production depends on sorting out technology from behavior. When behavioral criteria 
are imposed rather than determined empirically, models may be far from robust and re- 
sults may fall far short of sorting out this crucial distinction. Moreover, imposing a false 
behavioral criterion may cause results to suggest a false representation of technology 
[Alston and Chalfant (1991); Smale et al. (1994)]. 

To suggest a framework in which observed data rather than assumptions are used to 
uncover behavioral criteria, recall the canonical representation of the production prob- 
lem in (52)-(54). From a representation of technology that is complete and yet devoid of 
behavioral content, the description of the production problem (possibly an econometric 
system representing it) is properly closed by adding the behavioral relationships (and 
policy constraints) that determine choices given the technology. However, rather than 
assuming fixed and known relationships for this purpose, the relationships representing 
behavior can be made a matter of inference. Models that estimate a risk aversion coeffi- 
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cient (or risk preference structure) take a step in this direction but allow only one (or a 
few) estimated parameter(s). 

Specifically, under the Fundamental Axiom of Multi-output Production, the full pro- 
duction system is closed by supplementing the purely technical equations in (52)-(54) 
with behavioral relationships such as (56). Under (expected) profit maximization, the 
researcher assumes that no additional unknown parameters appear in these behavioral 
equations, e.g., in the case of an interior solution, 

0 
O(X, ~)E[P f (X,  Z, K, ~) - RX] = 0, (64) 

where E is the producer's expectation with respect to P, R, and ~ and f is defined as 
in (59). With von Neuman-Morgenstern expected utility maximization, the researcher 
assumes only one or a few unknown parameters are introduced in a utility function U 
so that the behavioral relationships in (56) follow 

0 
O(X, ~)E[U(P f (X, Z, K, ~) - RX) ] = 0 .  

Strangely, the production literature (as represented by the typical duality approach) 
has tended over the past few decades toward introducing greater parametric flexibility 
into (52)-(54), e.g., second-order flexible forms, while imposing total inflexibility in 
(56). In principle, the behavioral equations can be made a matter of inference by esti- 
mating a general and perhaps flexible form for them and then testing for expected profit 
or expected utility maximization in the context of a broader maintained behavioral hy- 
pothesis. For example, suppose U is specified as a second-order flexible form in profit, 
family labor, creditworthiness, and ending wealth. In this context, wealth differs real- 
istically from initial wealth plus profit by including the productive value of physical 
capital and soil fertility that have distinctly lower salvage or liquidation values. Then 
the behavioral relationships in (56) may follow 

~)E[U(Pf(X,L . Z,  K ,  ~) - R X ,  Zi', co(K) ,  ? ] (K) ) ]  = 0, 
O(X, 

(65) 

where zi, represents total family labor, co(K) represents ending wealth as a function of 
stocks and assets (asset prices are suppressed for convenience), and ~(K) represents 
creditworthiness as a function of stocks in K (i.e., asset quantities and accumulated 
debts). In this case, the complete representation of the problem, which closes the sys- 
tem, includes (52)-(54) and (63) in addition to (65). This approach allows inferences 
about preferences regarding the difficult practical question of how much profit family 
farms choose to use for consumption versus reinvestment in the operation (as opposed 
to simply imposing, say, either maximization of the discounted value of profits or max- 
imization of terminal wealth). 
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Although space in this Handbook is inadequate for presenting a detailed example of 
this approach, we suggest that balance in the flexibility of technical and behavioral mod- 
eling is needed. In the longer-term planning horizons considered by Barry and Robison 
(2001) for agricultural finance problems, simulation approaches are often found prefer- 
able to optimization. One reason is that little has been determined empirically about (i) 
the importance of current income and consumption versus net worth, (ii) how farmers 
trade off short-run returns and riskiness with long-run security, and (iii) how asset fixity 
versus flexibility are used as tools for accomplishing these trade-offs. By estimating the 
complete production system with flexible behavioral approaches such as in (65), data 
can begin to sort out empirical applicability of the variety of simulation criteria identi- 
fied by Barry and Robison. Also, in this context, the need to consider simultaneity in 
the combined production system as discussed by Mundlak (2001) becomes clear as does 
the need to use estimation methods that correct for it. 

As an additional consideration, dynamic optimization under uncertainty typically as- 
sumes additive temporal separability of utility in order to treat dynamic problems of 
uncertainty [Nerlove and Bessler (2001)]. Better formal modeling depends on under- 
standing the dynamic aspects of risk preferences and how short-term risk trades off 
with long-term risk given agricultural producers' preferences. Additive temporal sep- 
arability of utility and risk preferences may not apply. In reality, a farmer may prefer 
an income stream with low or negative serial correlation rather than high positive se- 
rial correlation given the same overall risk because some types of capital investment, 
debt payment or consumption can be postponed without great difficulty if they can be 
made up in the near future. On the other hand, postponing such items for many years 
can cause reduced production, business failure or severe loss in welfare. No satisfactory 
approach for addressing such problems has yet been proposed. 

To date, only the simplest of models have been developed that permit mid-course cor- 
rections as specific risks are resolved. As the review by Moschini and Hennessy (2001) 
shows, even a two-period model that permits one ex post choice has outcomes that de- 
pend on third derivatives of production technology. While statistical significance might 
be obtained in estimating a third derivative of the production technology in a single 
production study, the variety of results typically obtained by fitting even second-order 
flexible specifications leaves a great deal open to question. As suggested by Mundlak 
(2001), the profession has barely, if at all, come to agreement on many elasticities of 
production, which are determined by first derivatives. Duality has permitted flexibility 
in estimation of second derivatives but little agreement has been reached on character- 
izing second derivatives. The profession has hardly crossed the threshold of trying to 
identify third derivatives. Admitting needed interaction in estimation of technology and 
preferences and pursuing it with more balance may make clear why models estimated 
to date do not forecast as well as statistics of fit suggest they should. 

5.4. Technology adoption and technical progress 

In addition to dynamic intertemporal relationships, expectations, and behavioral crite- 
ria, modeling technology adoption is also a complicated and complex problem [Sunding 
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and Zilberman (2001); Feder et al. (1985)]. Some technology is embodied in physical 
capital such as machinery and irrigation so adoption depends on long-term financing op- 
portunities. Some is embodied in variable inputs such as seeds, fertilizer, and pesticides 
so short-run financing is critical. Depending on how well known and locally applica- 
ble is the performance of a technology, adoption can depend heavily on subjective risk, 
experience, and the extent of rents on technology included in input prices. Some tech- 
nology is adopted through improved breeding methods and is thus relatively costless but 
requires years of implementation through succeeding production cycles to realize ben- 
efits. Other technology can be implemented only after acquiring costly information or 
acquiring skills of learning by doing, in which case limited experimentation is a prudent 
way to proceed [see Foster and Rosenzweig (1995)]. 

In each of these cases, adoption depends on different factors and constraints that af- 
fect an individual farm's production. The role of these factors and the extent to which 
they apply at the individual level is crucial to understanding the aggregate rate of adop- 
tion and agricultural productivity growth. Similarly, each of these cases enters differ- 
ently through behavioral criteria, production constraints, and modifications of produc- 
tion functions. Again, sorting out technology from behavior from external constraints on 
the firm is crucial. Because of the complexity of factors potentially affecting technology 
adoption, space in this overview is not adequate for a critical evaluation of the technol- 
ogy adoption literature beyond the principles already developed throughout this chapter. 
However, we underscore that technology adoption is a highly heterogeneous problem 
because of heterogeneous physical capital and differing abilities to take advantage of in- 
dividual technologies among farms, heterogeneous abilities to learn and thus make new 
technologies work quickly when information is limited, heterogeneous access to infor- 
marion based on education and other factors, heterogeneous credit constraints that limit 
financial ability to adopt, etc. The role of experimentation and heterogeneity in tech- 
nology adoption underscores the importance of considering allocation variables, risk 
preferences, appropriate long-term as well as short-term preferences, etc. All of these 
issues fall squarely among the topics addressed in this chapter. For example, because 
much new technology is embodied in inputs that are subject to financial constraints, the 
associated principles in Section 4 are relevant. Because much new technology is embod- 
ied in capital investment with long-term implications and uncertainties, the principles 
of Sections 5.1-5.3 are relevant. Accordingly, we suggest many remaining avenues to 
improving understanding of technology adoption. 

6. Heterogeneity and data limitations 

As much of this essay has concluded, perhaps the most significant obstacle to further 
progress in agricultural production analysis is lack of better and more detailed data. 
Mundlak, Moschini and Hennessy (2001), Nerlove and Bessler (2001), Sunding and Zil- 
berman (2001), and Barry and Robison (2001) (all in this Handbook) each emphasize 
the problem of trying to learn about micro-level behavior from aggregate data and/or 
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modeling aggregate behavior when individual firms are heterogeneous. As pointed out 
by Moschini and Hennessy, these problems are difficult under certainty but are more 
difficult under uncertainty. Considering the other surveys in this part of the Handbook, 
Deininger and Feder (2001) emphasize heterogeneity of farms associated with soil fer- 
tility, soil degradation, liquidity, and transactions costs. Huffman (2001) underscores 
heterogeneity in human capital and education. Schultz (2001) highlights differences in 
sex, age, and quality of labor among households and household members, and the asso- 
ciated off-farm labor opportunities. Evenson (2001) also emphasizes soil factors, farmer 
skills, climatic factors, and infrastructure. Given this heavy recognition of heterogene- 
ity, we finally turn to considerations of heterogeneity and a related call for action. 

6.1. Heterogeneity and aggregation across firms 

In this section, we examine some remaining issues of heterogeneity and suggest that 
failure to consider heterogeneity across firms causes errors in aggregation so that esti- 
mated forms not only misrepresent technology but fail to support the assumptions used 
to recover technology from estimated structures. 49 Typically, statistical tests have re- 
jected the standard regularity conditions of homogeneity, monotonicity, symmetry, and 
convexity of profit functions. Since these regularity conditions are typically used to 
integrate estimated supplies and demands back to the profit function for purposes of 
inferring properties of technology, such statistical results call into question the associ- 
ated inferences regarding technology. 5° In this section, we show that exact aggregation 
across firms fails when heterogeneity among firms is not represented adequately, which 
explains one source of failure of the standard regularity conditions. The problem is due 
to over-summarizing micro-level behavior in publicly reported aggregate data. 

Consider the disaggregated static profit maximization problem rc = maxy,x { P Y - 
R X  I (Y,  X,  Z)  ~ ~(k ,  ~)} with resulting vector-valued firm-level supplies Yi = 

y (p ,  r, ki) and demands xi = x ( p ,  r, ki) where an i subscript is now added to index 
firms. For simplicity of notation, let supplies and demands be combined into a net- 
put vector, wi = w(p ,  r, ki) = (Yi, - x i ) ,  let elements of wi be denoted by wij where 
j indexes netputs, and let the netput price vector corresponding to wi be denoted by 
q = (p, r).  Thus, netput functions are denoted compactly by wi = w(q,  ki) = wi(q).  
With standard assumptions on technology, profit maximization, and differentiability, 
individual firm netputs satisfy the four standard regularity conditions of homogene- 
ity, tOij()~q) = W i j ( q ) ,  )~ > 0;  monotonicity, OtOij /Oqj  >/ 0; symmetry, OWi j /Oq j :  = 

49 This section draws on Just and Pope (1999) where further results and detail are found. 
50 As shown elsewhere in this chapter, standard approaches for aggregation within the firm fail if behavioral 
preferences follow various alternatives to profit maximization (as discussed in Section 5.3) or firms face 
various types of constraints such as policy constraints and imperfect capital market constraints (Section 3.3). 
Just and Pope (1999) show further that the standard regularity conditions generally fail at the finn level when 
these conditions are present. 
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OWij,/Oqj; and convexity, {OtOij/Oqj: } >/O, i.e., positive semidefiniteness of the matrix 
of cross partials. 

Defining aggregate netputs across firms as N = Z i  lgi, it follows immediately that 
the four standard regularity conditions must hold at the aggregate level if they hold at 
the firm level: 

~-j (zq) = ~ w~: (zq) = ~ w~: (q) = w: (q); 
i i 

Owj /Oqj = Z Owij /Oqj >/O; 
i 

Owj /Oqj, = Z Ovoij /Oqj, = Z Otoij:/Oqj ---- Owj,/Oq./; 
i i 

{Owj/Oq/'}={~i Owij/OqJ'[=Z{Owij/OqJ:})O'i 

Thus, exact aggregation preserves the four standard properties but requires knowledge 
of all micro variables and functions. The implication is that statistical failure of the reg- 
ularity conditions must be due to either bias in aggregation of factors and characteristics 
or failure of the regularity conditions at the firm level. Indeed, the regularity conditions 
can fail at the firm level because of inapplicability of profit maximization, inappropriate 
(within-season) temporal aggregation, discrete start-up/shut-down decisions, imperfect 
capital markets (resource constraints), or errors in measurement [Just and Pope (1999)]. 
These reasons for failure of standard theory at the firm level have been largely explored 
in earlier sections. Here we focus on reasons for theoretical failure at the aggregate level 
assuming regularity conditions hold at the firm level. Results show how aggregation bias 
and failure of aggregate regularity conditions occur because of the typical approach to 
representing both price and non-price heterogeneity. 

Non-price heterogeneity occurs because of differences among firms in physical cap- 
ital, technology (including farmer ability and soil productivity), information, and con- 
straints (possibly due to government policy). If such factors are constant across firms, 
then their effects can be captured in constant parameters. However, investment and 
technology tend to change over time and differ among firms. Government restrictions 
change from one policy regime to another and depend on individual farm characteristics 
such as planting and yield histories or proximity to water resources. These differences 
cause firms to respond differently to changes in prices. 

Suppose ki represents all short-run fixed factors such as physical capital stock and 
embodied technologies, family labor constraints, debt constraints, and other attributes 
of the farm and farmer that explain differences in productivity and profits among in- 
dividual producers after accounting for variable input choices and allocations of fixed 
factors. If each firm faces the same price vector, an accurate aggregate netput specifica- 
tion is Nj (q, k l . . . . .  k0) : -  ~ i  Wj (q,  k i )  where ~7 is the total number of firms. However, 
estimation of an aggregate equation of the form ~ j  (q, kl . . . . .  k~) is likely impractical 
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both because complete firm-specific data is typically not available and because too many 
parameters require estimation (without considerable simplification). 

A feasible approach is to model the distribution of non-price factors. Where G(k) 
represents the joint distribution of such factors among firms, an accurate specification of 
aggregate netputs is Nj (q, G) = f Owj (q, k) dG(k). If this distribution has a parameter 
vector, say 0, then aggregate netputs follow 

~j(q ,  O) = f ~wj(q, k )dG(k]O) .  (66) 

From this result, exact aggregation and the standard regularity conditions are preserved 
if aggregation considers the full distribution of characteristics among firms. While a full 
distribution would require complete sampling of all firms, if 0 is a sufficiently short 
parameter vector it can be estimated from a random sample of k. Thus, (66) facilitates 
tractable empirical representation under heterogeneity. Aggregation is then exact aside 
from errors in estimating 0 so that regularity conditions are preserved. For example, if 
G can be represented by, say, a two-parameter distribution such as a log-normal, then 
the two parameters can be usefully estimated from survey data over a limited random 
sample of firms. 

Alternatively, aggregate demand is typically estimated in the form ~ j  (q, k-) where k- 

is a vector of non-price indexes. A relevant question is whether some choice of k can 
achieve exact aggregation, ~j  (q, k) = ~ i  w(q, ki), where k--(kl . . . . .  k~) is an aggre- 
gate index vector of firm characteristics. Such macro indexes typically consist only of 
sums or means (e.g., total or per capita physical capital). Unfortunately, neither exact 
aggregation nor the standard regularity conditions are preserved when all moments in 
0 other than the first are ignored (assuming 0 contains two or more parameters). Fol- 
lowing (66), other moments corresponding to each of the moments in 0 are generally 
needed for exact aggregation. 

This result implies that aggregate netput specifications based on distribufion- 
insensitive indexes cannot, in general, represent the aggregate marginal effects of ei- 
ther price or non-price factors. Aggregate netput specifications based only on total, per 
capita, or average characteristics cannot represent aggregate marginal effects because 
aggregate marginal effects depend on how increments in aggregate characteristics are 
allocated among firms. Similarly, incomplete models depending only on single-moment 
indexes cannot represent the aggregate marginal effects of prices because marginal price 
effects depend on the distribution of non-price factors among firms. For example, con- 
sider the case where shut-down conditions vary among firms because of differences in 
characteristics. In such a case, both aggregation and standard regularity conditions fail 
[see Just and Pope (1999)]. 

In reality, some of the factors that differentiate farms and farmers such as manage- 
ment ability or soil fertility may be hard to observe. However, other public data on farm 
characteristics is routinely collected. For example, data on physical capital are compiled 
by sampling individual farms. Typically, public data report only means or totals for such 
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data collection efforts. Addi t ional ly  reporting, say, the standard deviation and skewness 
would be relatively cosfless. The full data set would be useful but is usually not made 
available because of right-to-privacy restrictions. However, the major cost is in con- 
ducting the survey - a cost that must be incurred whether one or many moments of  the 
distribution are reported - so a more complete reporting of  the distribution appears fea- 
sible with minor costs of reporting. The results here suggest that models of  production 
and estimates of supplies and demands could possibly be improved substantially as a 

result. 
While  the above discussion considers one-dimensional differences among firms, in 

reality firms differ in multiple ways. Note, however, that G(k)  represents the joint  dis- 
tribution of  all characteristics among farms including capital structure and technology, 
information, constraints, farmer abilities, and farm fertility. Thus, the right-hand side 
of (66) considers cross-characteristic relationships among firms, e.g., between factors 
such as capital and family labor availability. Therefore, the result in (66) further implies 
that aggregate netput specifications may depend on correlations among characteristics. 
By implication, correlation-insensitive indexes of  non-price factors cannot, in general, 
represent the aggregate marginal effects of  either price or non-price factors [see Just and 

Pope (1999) for details]. 
These results imply that expanded data reporting efforts should focus not only on 

own-moments of characteristic distributions among firms, but also on cross-moments.  
For example,  if  G(k)  follows a multivariate log normal distribution, then the mean and 
covariance matrix of  characteristics across firms would be sufficient to facilitate exact 
aggregation following (66). Unfortunately, much agricultural data is reported in a way 
that does not reflect correlations of  characteristics. This is particularly true of the re- 
lationship of  productivity characteristics to environmental characteristics because these 
two sets of characteristics tend to be collected by independent surveys and even by 
independent government agencies [Just and Antle (1990); Antle and Just (1992)]. For 
roughly the same data collection costs, correlations could be estimated if  data were 
indexed by farms, and efforts were made to include the same farms in samples. Ap- 
parently, more exact aggregation is possible with little additional data collection cost 
if  data reporting efforts are sensitive to these possibilities. If  so, more congruence of 

theory and empirical  results seems likely. 
A similar additional generalization permits consideration of  price heterogeneity. Re- 

gardless of  competition, firms may face different prices because of  transportation costs, 
volume discounts, and seasonality. 51 Where  individual netputs follow w j  (qi, k i) ,  an 

5 ! The potential magnitude of this problem is illustrated by spatial variations of output prices due to geo- 
graphic variation in seasonality of crop production. For example, because of typical weather patterns, the 
wheat harvest in the U.S. typically starts in Texas in May and continues gradually northward to North Dakota 
in September. If wheat prices vary throughout the year, then southern farmers are not responding to the same 
price signals as northern farmers. A dramatic example of wide price variation in a single crop season was 
caused by the Soviet grain deals in the 1970s. As the Soviet Union bought more and more grain in 1972, 
wheat prices increased from $1.56 per bushel in Texas to $1.70, $1.68, $1.74, $1.81, and $1.90 in Oklahoma, 



718 R.E. Just and R.D. Pope 

accurate aggregate netput specification is Nj (ql . . . . .  qo, Igl . . . . .  kr l )  = ~-~i Wj (qi, ki ). 
While complete data on heterogeneity of  both prices and characteristics among farms 
is typically not available, a tractable approach is again available if a joint distribu- 
tion of prices and characteristics among firms can be estimated. Where G(q,  k) rep- 
resents this joint distribution, an accurate specification of aggregate netputs is Nj (G) = 
f rlwj(q, k ) d G ( q ,  k). If  this distribution is parameterized by a vector 0 that can be 
estimated for each aggregate observation, then aggregate netputs can be represented 
as Nj (0) = f Owj (q, k) dG(q,  k I 0), which facilitates accurate aggregation to the ex- 
tent that 0 is accurately estimated. With this approach, aggregate netputs preserve ho- 
mogeneity in mean and spread parameters of  the price distribution; and monotonicity, 
symmetry and convexity are preserved in mean prices [see Just and Pope (1999)]. For 
other results on aggregation with price heterogeneity, see Pope and Chambers (1989). 

In lieu of this approach, most aggregate specifications attempt to represent netputs as 
functions of aggregate price indexes, q-(ql . . . . .  q,7), as well as indexes of  characteristics, 
k (kl . . . . .  ko). The related problem is whether the standard linear aggregation condition, 

w ('q, k) = Y~i ll°i (qi, ki ), holds. Such aggregate indexes typically include only average 
prices or characteristics and include only one index for each price and each characteris- 
tic that differentiates individual firms. Again, more accurate aggregation is possible and 
standard properties are more likely to hold if the indexes used to represent prices as well 
as characteristics reflect all of  the moments in 0 needed to differentiate the distribution 
of prices and characteristics among aggregate observations used for estimation. Again, 
because price data are collected at a disaggregated level, at least some measures of  dis- 
persion could easily be reported in addition to the simple or weighted averages now 
reported with no additional data collection costs and small additional reporting costs. 

Finally, we suggest the potential for heterogeneity of  information. While a non-trivial 
role of  information can be posed under certainty, many interesting information problems 
in agriculture arise under uncertainty. Agricultural producers must make decisions af- 
fecting output before uncertain output prices are known. Producers likely have different 
expectations for both prices and technology performance. Such heterogeneity can have 
important implications even under risk neutrality as demonstrated by Pope and Just 
(1996, 1998). 

Suppose the firm maximizes expected profit as in (64). Then the resulting ex- 
pected netput vector of  the firm can be represented by w (q, ki, Ii) where Ii denotes 
the information by which farmer i formulates expectations regarding production re- 
sponses and uncontrolled production effects (disturbances). Assuming farmers '  ex- 
pectations are unbiase& an accurate specification for expected aggregate netput j is 

Kansas, Nebraska, South Dakota, and North Dakota, respectively, as the harvest moved north. In 1973, prices 
increased from $3.04 in Texas to $3.56, $3.75, $3.80, $4.24, and $4.82 in Oklahoma, Kansas, Nebraska, South 
Dakota, mad North Dakota, respectively [Economic Research Service (various years)]. Aggregating inputs and 
outputs across these farmers based only on the national average price, one would thus expect such volatile 
price years to appear technically inefficient falsely even if all individual farmers are fully efficient [Chambers 
and Pope (1991)]. 
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Nj (0) = f ~Ex [wj (q, k, I)] dG(q, k, I [ 0) where ~ i  now represents an expected ag- 
gregate netput and G represents a joint distribution of prices q, characteristics k, and 
information I over all farmers. Thus, similar conclusions follow as for other cases of 
heterogeneity. 

Characterizing the distribution of information among producers, however, is a daunt- 
ing task. Only recently has work such as Wolf, Just, and Zilberman (forthcoming) at- 
tempted to characterize sources and choices of information by individual firms. How- 
ever, no systematic and recurring efforts have been developed to compile such data 
for use in comprehensive production studies. Other studies [e.g., Just (1974)] have at- 
tempted to describe producer information by including regression functions explaining 
moments of subjective price or yield distributions. To date, however, these approaches 
have been implemented only at the aggregate level and thus introduce potential ag- 
gregation problems in information. Perhaps if other firm-level information were suffi- 
ciently complete, differences in information among firms could be inferred with these 
approaches. In either case, it seems that information heterogeneity is a source of ag- 
gregation bias that will be difficult to overcome empirically without more complete 
firm-level data. 

This section demonstrates several generalizations whereby congruence of theory and 
empirical work can be (better) achieved by better data and aggregation. In each case, 
empirical implementation is constrained by current data availability. The most promis- 
ing step to improving aggregation appears to be generalizing data reporting to include 
at least second own- and cross-moments of producer characteristics. Then aggregate 
supply/demand specifications can be based on at least two-parameter distributions of 
characteristics among firms. Seemingly, reporting independent distributional data for 
capital, prices, government controls, and many determinants of technology (e.g., land 
quality) is possible with little additional public expense. On the other hand, characteri- 
zation of some factors such as farmer ability and information at the firm level will likely 
be more difficult. 

6.2. Data limitations: a call for action 

That existing data seriously limits agricultural production research may be surprising 
given that Leontief (1971, p. 5), while president of the American Economics Associa- 
tion, pronounced agricultural economic data to be a model which other economic sub- 
disciplines could/should emulate: "Official agricultural statistics are more complete, re- 
liable, and systematic than those pertaining to any other major sector of our economy". 
The part of this statement that now seems implausible is related to the word "complete". 
Though agricultural economists' appetite for data is probably insatiable, a brief evalu- 
ation of the sources of agricultural production data is worthwhile in assessing whether 
Leontief's 1971 evaluation is accurate today. 

Secondary aggregate data for both crops and livestock are abundant. For example, 
data on crops include acres planted and harvested, inventories, trade, storage, disap- 
pearance, and price. Though there are differences in quality and availability, such data 
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are generally available throughout the world. They are summarized annually in the U.S. 
Department of Agriculture's publication, Agricultural Statistics, and are available for 
most countries from the FAO. A second source of aggregate U.S. data is the Census of 
Agriculture, which is published at roughly five-year intervals. Additionally, county and 
state data on individual commodities and crop and livestock aggregates are widely avail- 
able therein. However, individual farm data are not released by public sources because 
of right-to-privacy concerns. 

As previous sections have shown repeatedly, aggregate data is a poor substitute for 
disaggregated data for understanding agricultural production. This is particularly true 
for problems where allocations within firms over time (production stages) and space 
(plots) are important but unrecorded, and for problems where variation among firms is 
crucial (e.g., where risk and heterogeneity of characteristics are important). For exam- 
ple, Just and Weninger (1999) show that farm-level yield variances are from two to ten 
times greater than reflected by aggregate data so that most of the risk faced by individ- 
ual farmers is averaged out of aggregate data, and the structure of risk facing farmers is 
often significantly mischaracterized. Theoretical models suggest that response to risk is 
unlikely to be measured effectively with secondary aggregate data because it (i) tends 
to obfuscate individual responses and risk and (ii) offers very poor measurement of 
wealth on which risk aversion likely depends. In addition, conceptual studies are find- 
ing that representation of heterogeneity is of crucial structural importance for policy 
analysis, particularly when environmental concerns are important, because both actual 
and contemplated controls depend on localized land characteristics [e.g., Hochman and 
Zilberman (1978); Just and Antle (1990); Antle and Just (1992)]. Yet the vast majority 
of agricultural production studies are done using aggregate data without apology. The 
primary reason is lack of adequate firm-level data. 

At the firm level, the "Agricultural Resource Management Study" (formerly "The 
Farm Cost and Returns Survey") conducted by the U.S. Department of Agriculture's 
Economic Research Service contains extensive data on individual farms, but these are 
not available for use outside of the agency as a public use sample. Furthermore, these 
surveys are limited in scope because of governmental sampling exposure concerns. 
Lacking are microeconomic data that will allow a more thorough understanding of farm 
behavior. As discussed throughout this chapter, needed data must be capable of rep- 
resenting considerable heterogeneity. Yet the very identifying data that could permit 
merging of these observations with the extensive data base on land quality compiled by 
the U.S. Natural Resources Conservation Service (formerly the U.S. Soil Conservation 
Service) is typically restricted. As well, for many issues, the data needs to include in- 
tertemporal continuity. To avoid excessive survey exposure, observations are typically 
drawn on different farms from year to year so no information is available to track invest- 
ment and productive asset replacement over time. In absence of obtaining such data, a 
reliable analysis of productive asset acquisition and replacement is difficult and doubt- 
ful. Panel data is necessary to do a careful and comprehensive analysis of agricultural 
investment behavior. 
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In the U.S., some state land grant institutions have developed farm-level data sets 
across both time and farms by offering farm-level accounting and management assis- 
tance (e.g., Kansas State University). However, since participation is farmer-selected 
these samples are not random. Furthermore, these data are typically not publicly avail- 
able and the data are not organized around a broad set of recurring economic issues. 
For example, such data typically record only external transactions of the farms whereas 
some additional recording of internal decisions (e.g., allocations of variable inputs) and 
characteristics (e.g., soil quality) could greatly enhance the value of the data. Yet in 
spite of these limitations, judging by publications in the leading agricultural economic 
journals, these samples are heavily used by those who have access to them. Such studies 
try to understand a variety of behaviors ranging from consumption and wealth accumu- 
lation to risk response [e.g., Jensen et al. (1993); Saha et al. (1994)]. 

Perhaps the best approximation of a comprehensive panel data base for agricultural 
production is the ICRISAT household data base, which represents primitive develop- 
ing agriculture. With these data, many aspects of developing agriculture have been in- 
vestigated and considerable additive debate has emerged accordingly. Developed agri- 
culture, however, is considerably more complex because of scale heterogeneity, policy 
variability, complex finance and investment, greater scope of inputs and outputs, etc. 
Furthermore, understanding policy, markets and prices in all countries depends heavily 
on understanding agricultural production in the major developed countries because of 
their domination of world trade. 

We propose that a significant and complete data base for developed agricultural pro- 
duction needs to be developed as an investment by/for the agricultural economics pro- 
fession, and that access to such data should be made freely available to all in order 
to facilitate debate. Debate could be additive because researchers would be forced to 
compare their maintained hypotheses when working with the same data. Such a data 
set would allow students to hone their research skills more comprehensively and allow 
the leading contributions of the profession to add cumulatively to a set of commonly 
held stylized facts. From these, additional knowledge would spring. Such a data base 
could facilitate investigation of many issues identified by this study as blocked by data 
unavailability. By comparison, the current proliferation of studies with uncommon data 
bases and incongruent maintained hypotheses has led to endless speculative explana- 
tions of differences in results with little comprehensive comparison [Alston and Chal- 
fant (1991); Smale et al. (1994). 

Such a data base could serve much like public labor data have served the labor eco- 
nomics discipline to facilitate debate and development of a set of stylized facts for the 
discipline and its policy analysis efforts. 52 Labor economics is a field of economics that 

52 An example of the usefulness of stylized facts is given for the marketing arm of the agricultural economics 
discipline by the focus and debate about elasticities of supply and demand during the 1950s and 1960s. Prior to 
the flexibility fad in supply and demand estimation, empirical production and marketing studies were heavily 
judged and criticized on the basis of accepted wisdom regarding supply and demand elasticities and whether 
they added to the profession's knowledge of them. 
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has aggressively developed a useful set of microeconomic data. These data include the 
public use samples of the Census and Current Population Survey (CPS). The CPS is 
a monthly survey of approximately 60,000 households in all 50 states. Approximately 
one in 1600 households are surveyed. These data are extensive regarding wages, la- 
bor force participation, and socio-demographic data. Other panel-type data are found 
in the "Panel Study of Income Dynamics" (PSID), the National Longitudinal Survey 
(NLS and NLS Y2), the High School and Beyond Survey, and many special purpose in- 
struments as well. In comparison, the dearth of microeconomic agricultural data makes 
understanding agricultural production, a seemingly more complex problem, very diffi- 
cult. 

Any effort to create a broad and complete public panel of agricultural production 
data will likely require more resources than state land-grant efforts could/should devote. 
Furthermore, state-level development is likely not to lead to the public access that is 
needed to facilitate a broad professional and cumulative debate. Because the benefits of 
such data would be broadly applicable, such an effort seems to be merited at the national 
or even international level. However, because of excessive survey exposure and right- 
to-privacy restrictions applied to government surveys, a non-governmental organization 
may be a more effective means of developing such a data set. 

If these possibilities are pursued, the agricultural economics profession can once 
again lead the general economics discipline as an example of empirical excellence. 
Many of the issues raised throughout this chapter regarding the structure of technol- 
ogy and preferences can be addressed under assumptions much more consistent with 
practical agricultural knowledge. And many of the thorny generalizations (representa- 
tion of investment, information acquisition, and the role of disturbances) yet needed to 
represent the agricultural production problem meaningfully and comprehensively can 
then be addressed sensibly. 

7. Conclusions 

Economists have a primary responsibility to discover behavioral relationships. In prac- 
tice, this has led to use of methodologies that require minimal or no resources for un- 
derstanding the underlying structure of technology. Ironically, the effort to represent 
technologies with maximal flexibility has resulted in empirical approaches that exhaust 
the identifying potential of available data in capturing that flexibility. Little or no iden- 
tifying potential remains for discovering behavior. 

Presumably, all production economists agree that understanding the essential ele- 
ments of technology is important to economic thought and measurement. Indeed, the 
concepts and measurement of productive and technical efficiency and the creation and 
adoption of technology all seem to be undergoing a considerable rebirth of interest in 
recent years. A fundamental question in these pursuits is, "What elements of technology 
should economists consider essential?" That no consensus exists is evident by perusing 
the American Journal of Agricultural Economics, the Journal of  Productivity Analysis, 
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and the International Journal o f  Production Economics. We have argued that agricul- 
tural technology is fundamentally different than for most industrial production and that 
potentially large gains may come from understanding more of the structure that under- 
lies aggregate reduced-form concepts of production technology. Questions regarding 
economies of scale and scope, prescriptions for farm management, adoption of tech- 
nology, productivity and technical change, input demand, output supply, outsourcing 
[Coase (1937)] and the structure of the firm are only properly understood in the con- 
text of technology descriptions that include dynamics, risk, technical structure, input 
allocation, and constraints associated with policy controls and firm-owned resources. 
If technology, behavior, and policy instruments are confounded in specification and es- 
timation, then models are not useful for investigating the effects of changes in policy, 
technologies or industry structure. 

As an example, one of the most important issues for future policy is the rapid evo- 
lution in the nature of the farm firm. Many farms, particularly those in the livestock 
sector, increasingly resemble the large-scale specialized manufacturing model. Many 
farms (e.g., those involved in contract farming) resemble component suppliers to man- 
ufacturers. Some (e.g., in the poultry industry) specialize as proprietors of technol- 
ogy. These developments likely have explanation in the framework proposed by Coase 
(1937). Careful representation and analysis of structured technology in the presence of 
information asymmetries appear to be crucial to understanding why some services are 
purchased, why others are produced within the farm, and yet others are produced by the 
operator or owner of the farm [Allen and Lueck (1998)]. 

If the agricultural economics profession lacks either relevant theory or evidence, it is 
a profession without science. Improved congruence of theory and evidence is needed to 
(i) enable researchers to better understand behavior, (ii) provide better support for poli- 
cymakers, and (iii) facilitate greater appreciation of classroom theory by students. Some 
of the most basic theoretical properties of production theory - for example, monotonic- 
ity, homogeneity, convexity, and symmetry - are rejected by a predominance of empiri- 
cal work [Shumway (1995)]. Rejection could be due to flawed theory, flawed empirical 
analysis, or flawed data. We have suggested several possibilities of theoretical failure 
beginning in Section 3, several possible failures of empirical practices beginning in 
Section 4.4, and some major shortcomings of available data in Section 6. Likely some 
combination of these explanations accounts for the poor performance of agricultural 
production models noted by Mundlak (2001). Without further research - some of which 
may not be possible with present data - the extent of failure caused by each is almost 
impossible to determine. Thus, enhancement of data seems to be a first priority. 

We noted in our introduction that there is an increasing gulf between farm manage- 
ment economists on one hand and (agricultural) production economists on the other. 
Economists are accustomed to arguing for the benefits of division of labor. However, 
we have argued that much of this gulf is due to cavalier empirical treatment by agri- 
cultural production economists of the structure of technology, behavioral preferences 
of producers, and the constraints and policies they face. Our point of departure is the 
Fundamental Axiom of Multi-output Production. If this axiom is taken seriously, then 
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methods used by production economists and the data required for analysis are funda- 
mentally different. 

The results of this paper underscore the need to develop farm-level data and data on 
input allocations. One of the greatest problems is inappropriate aggregation and inap- 
propriate representation of heterogeneity imposed by present data availability. Public 
data are mostly aggregate data describing only the first moment of the underlying dis- 
tribution among farms. Furthermore, data rarely record allocations of inputs except for 
land. Even most farm-level survey data such as the Agricultural Resource Manage- 
ment Study (formerly the Farm Costs and Returns Survey) carried out by the Economic 
Research Service do not record input use by crop or application rates. A few private 
services (e.g., Doane Marketing Research, Inc.) provide data on pesticide use or ap- 
plication rates by crop but this information is rarely if ever used in the journals of the 
agricultural economics profession in part because of the expense and in part because the 
data cannot be provided to others as required by some journal policies. 

Lack of data on allocations has tended to cause agricultural production analysis to use 
aggregate implicit representations of technology. Conceptually, we have demonstrated 
that implicit representation of technology can lead to deceiving conclusions when some 
producer decisions are unobserved (most particularly, allocations). Hypothesis tests of 
technology structure using standard dual and implicit representations of technology are 
shown to be invalid for typical cases. Under-representing the dimensions of the pro- 
ducer's decision problem can cause inappropriate conclusions. If a producer does not 
simply decide how much fertilizer to use, but must decide how much fertilizer to use 
on corn and how much to use on wheat, or how much to use at planting and how much 
to use during the growing period, then these considerations must be taken into account 
in specifying the technology before solving out the unobserved variables to reach es- 
timable forms. Allocations as well as aggregate use must be considered in testing for 
technology structure. 

While policy- and behavior-relevant aggregations are appropriate in representing 
technology, the typical practice has been to ignore allocations and characterize tech- 
nology with purely aggregate variables. While the set notation of duality lends itself 
to a high level of generality in theory, the typical step to empirical representation has 
ignored that potential by assuming technology is neatly described by a single equation 
devoid of allocations. Standard implicit or explicit specifications of scalar product trans- 
formation functions of the form F(Y, X) = 0 do not permit generality with respect to 
the rank of the relationship between X and y.53 Implicit representation is particularly 
distorting if some producer decisions are unobserved. That is, when some unobserved 
variables are solved out of the structural representation before computing the reduced 
form, the apparent structure of the observable production possibilities frontier may not 
reflect characteristics of the underlying technology. However, implicit representation is 

53 That  is, all c o m m o n  scalar  specifications of F(Y, X) = 0 imply  a Jacobian for  the t ransformat ion f rom X 

to Y of  rank 1. 



Ch. 12: The Agricultural Producer: Theory and Statistical Measurement 725 

an important problem even if all producer decisions are observed and included in the 
scalar implicit representation of technology. If such generality is not admitted, then im- 
plicit forms arbitrarily exclude the potential nonjointness of, say, (45) for which they 
are used to test. Alternatively, explicit representations such as (11) can be estimated and 
used to determine the rank of the relationship between X and g. 

More importantly, single-equation and indirect representations of multi-output pro- 
duction can under-represent the dimensionality of the decision problem. Most often, 
inputs are represented only by aggregate variables that under-represent the dimension- 
ality of the production technology (and the associated decision problem) when inputs 
must be allocated in some way over space, time, or production activities. As a result, es- 
timates are policy- or behavior-dependent implying that "technology" models are unsta- 
ble across observations where policy differs (as is typical in time series data) or behavior 
differs (as is likely in cross section data). In fact, if there are two or more unobserved 
allocated inputs, then no purely technological relationship is likely observable. With 
the present state of data, this may be a major constraint to any meaningful analysis of 
technical efficiency. Also, if decisions are changing frequently because of changes in 
policy instruments, then time series data and typical dual (PPF) approaches may offer 
little hope for estimating a stable "technology." 

Dual methods, while not inherently tied to this problem, have led to flexible but in- 
direct representations of technology in practice because flexible forms are not self dual 
[McFadden (1978); Blackorby et al. (1978)]. Because these approaches start from a PPF 
representation of technology, most estimates of production technologies in the litera- 
ture likely include behavioral criteria, are contaminated by policy heterogeneity either 
across firms or time, and are not pure estimates of technology. Associated hypothesis 
tests about technology are therefore invalid and actually represent joint tests about tech- 
nology, policy, and behavioral criteria. For example, rejection of a hypothesis of, say, 
technical change could, in fact, imply rejection of the profit maximization assumption 
on which standard duality is based. 

Because a large part of the empirical agricultural production literature is based on 
a PPF approach (e.g., the typical PPF dual approach), the limits of usefulness of PPFs 
need to be recognized. A PPF permits (i) estimation of total factor demands and supplies 
and (ii) measurement of industry rents, but even these are valid only if the Aggregation 
Qualification Condition is met. By comparison, estimates of the PPF alone do not per- 
mit (i) examination of nonjointness, homotheticity, or separability of the technology, 
(ii) prescription of decisions, (iii) analysis of effects of changes in policy instruments, 
or (iv) explanation of how technical change affects decisions. The reason is that PPFs, 
because they do not represent allocations, may be policy- or behavior-dependent. In 
any case, tests of nonjointness, homotheticity, and separability on the frontier do not 
determine similar properties of the underlying technology. 

More seriously, under-representing technological dimensionality may induce struc- 
tural characteristics such as jointness and non-separability on the aggregate variables 
when similar characteristics do not apply to underlying technology. These possibilities 
invalidate some tests and limit the usefulness of almost all tests of technology structure 
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to date for multi-output production problems. These results also offer a likely explana- 
tion for why empirical methodologies have not delivered according to their conceptual 
promises [see Mundlak's (2001) criticism]. That is, if the technology description im- 
plicitly includes policy and behavioral criteria, then it is not surprising that empirical 
estimates are not stable and are inappropriately interpreting observed empirical rela- 
tionships as implausible relationships in the data. Seemingly the practice noted by Mos- 
chini and Hennessy (2001) of sophisticated theoretical modeling with simplistic em- 
pirical modeling has led to few recognized empirical regularities. Given the potential 
invalidating implications of ignored realities, we fear that the current state of empirical 
knowledge of agricultural production sums up to little more than an empty box. 

Appendix. Describing technology independent of policy and behavior 

This appendix gives a brief formal treatment of some of the points in Sections 4.1--4.4 
using the notation introduced in Sections 3.1 and 4.1. The overall technology is assumed 
to have a structure composed of sub-technologies (yi, x i) c ~i (z i, ~) that yield aggre- 
gate output y = A Y  using aggregate purchased inputs x = B X  given fixed allocated 
resource constraints CZ ~< K, i.e., 

{(y, X) C ~'--i (k, ~)} ~--- {(y, x)  [ (Y, X)  C Ui'~i (Z i , g), y : A Y ,  x = B X ,  C Z  <~ K},  

(A.1) 

which is equivalent to (43). Under continuity and monotonicity, the upper right-hand 
(efficient) boundary of feasible (y, - x )  associated with ~- i  is described by 

F ( y , x , k ,  ~) -= Yl - f ( Y - l , X , k ,  ~) = O, 

yl = f ( y - l , x , k , g ) = m a x { y l I ( y , x )  c 2~_i(k, ~)}, 
(A.2) 

where y = (yl, Y-J). To identify the specific production plan necessary to attain any 
distinct (y, x) 6 ~- i ,  the spatially and temporally detailed vectors X = (x 1 . . . . .  xm), 
Z = (z 1 . . . . .  zm), and Y = (yl . . . . .  ym) not included in (A.2) must be determined. 
Also, to facilitate determination of the implications of policy instruments that impose 
limitations on specific x i's or yi 's, such as (Y, X) E G, tile representation in (A.2) does 
not suffice. Alternatively, this technology can be represented with spatial and temporal 
detail, 

{(}r, X, Z) E ~(k,  ~)} ~- {(Y, X) E Ui~i(Z i, ~)} C / { Z l C Z  ~ K}, (A.3) 

which is equivalent to (44). To represent spatially and temporally detailed technology 
in functional form under continuity and monotonicity, the upper right-hand (efficient) 
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boundaries of feasible (yi, _ x  i) associated with ~i are described by 

Fi(y i ' x i ' z i , 8 )  - ~ Y l -  f i ( y i l , x i , z i ,  8) = 0 ,  

Yl = f i ( y i - l , x i ,  zi, e) = m a x { y i  l (Yi, xi)  E ",,~i(zi,8) }, 
(A.4) 

where yi = (Yl, y i ) .  The combination of these conditions across all sub-technologies 
is represented by (45). 

A.1. Alternative concepts o f  efficiency 

The alternative concepts of technical efficiency in Section 4.1 are defined formally by 

DEFINITION A. 1. 
(El) (yi , x i) E ~i ( Z i , 8 ) is sub-technology efficient if there does not exist (yil, x i) c 

~i (z i, e) such that yil ~ yi. With continuity and monotonicity, this condition 
reduces equivalently to (A.4). 

(E2) (g,  X) satisfies structural technical efficiency for a given (Z, 8) if there does 
not exist (yit, x i) E ,.~i(Z i, 8) such that yi, ~ yi for any sub-technology. With 
continuity and monotonicity, this condition reduces to (45). 

(E3) (Y, X, Z) satisfies fixed factor technical allocative efficiency if there does not 
exist an alternative allocation Z ~ such that (Y~, X,  Z r) E 3'(k, e), C Z  ~ <~ CZ ,  
and Y~ ~ y.54 

(E4) (Y, X, Z) satisfies variable input technical allocative efficiency if there does not 
exist an alternative allocation X ~ such that (Y~, X ~, Z) E ~s(k, 8), B X  ~ <~ B X ,  
and Y~ ~ Y. 

(E5) (g, X,  Z) satisfies output technical allocative efficiency if there does not ex- 
ist an alternative allocation among sub-technologies such that (Y', X ~, Z r) 
~(k,  8), B X '  <~ B X ,  CZ '  <~ CZ ,  and A Y '  ~ A Y .  

(E6) (y, x) ~ ~ - i  (k, e) is technically efficient in a reduced-form sense if there does 
not exist an alternative allocation of the aggregate input vector x that will pro- 
duce an aggregate output vector y' ~ ~'-i (k, 8) such that y' ~ y. This condition 
corresponds to the efficient boundary of (A.1) which reduces equivalently to 
(A.2). 

(E7) (Y, X, Z) satisfies feasible disaggregated input-output efficiency if in addition 
to (E2) there does not exist an alternative allocation Z ~ such that (Y~, X, Z') 
.~(k, 8), C Z  ~ <~ K,  and Y~ ~ Y. This condition corresponds to the efficient 
boundary of (A.3) and includes (E3). 

Because Propositions 1-3 state negative results, they can be proved by examples. For 
purposes of brevity, proofs of propositions are only outlined. 

54 The relationship yt ~ y means g~ >~ Y with strict inequality in at least one element. 
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PROOF OF PROPOSITION 1. Consider the full profit-maximization problem with tem- 
poral and spatial price detail in P = (pJ . . . . .  pro) and R = (r 1 . . . . .  r m) ignoring for 
the moment inability to forecast e, 

zr = max[PY - R X  I (Y, X, Z) ~ ~(k, e)].  
y , X  ~ 

(A.5) 

Considering aggregation over sub-technologies, the corresponding profit maximization 
problem, 

zc = max{py - rx  I (Y, x) ~ ~-i  (k, e) }, 
y,x 

is clearly not an aggregate of the solution to problem (A.5) when p ~ Pi and r ~ ri 
for i = 1 . . . . .  m. Accordingly, (E4) and (E5) may be inconsistent with standard profit 
maximization behavior. Similarly, imposing a policy or behavioral constraint on a spe- 
cific element of the X or Z vector as in (Y, X) 6 G renders (E4) or (E3) inapplicable, 
respectively. [] 

PROOF OF PROPOSITION 2. See the proof of Proposition 1 and note that (E4) and (E5) 
are required by profit maximization of (A. 1). [] 

PROOF OF PROPOSITION 3. This proof follows by noting that (45) has no condition 
equating marginal productivities of allocated fixed factors and, conversely, equating 
marginal productivities of allocated fixed factors does not necessarily satisfy (45). [] 

As noted in Section 3.4, the problems in Propositions 1-3 may be encountered in 
aggregating inputs or outputs spatially and/or temporally over allocations that are not 
subject to the same prices, shadow prices, policy constraints, or preference relationships 
(see the Aggregation Qualification Condition). 

A.2. Two-stage representation of the producer's problem 

This section illustrates the issue concerning policy and/or behavioral content in the first- 
stage of a two-stage decomposition of a production problem. Suppose, for example, that 
policy and/or behavioral considerations impose only one constraint on the first input 
in the first sub-technology represented by h (x~) ~< ~. Adding this constraint to (A. 1) 
obtains 

{ ( y , x , x ~ ) c ~ _ i ( k , e ) }  

= { ( y , x , x l ) [ h ( x ~ )  <~ ~, ( y i , x i )  c ~i (zi, e), y ---- AY,  x = BX,  CZ <~ K}. 

Under continuity and monotonicity, (A.2) thus becomes 

F(y, x, k, ~, or) ---- yl - f (Y-1 ,  x, k, ~, c~) = 0, (A.2/) 
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y l = f ( y  l , x , k , e ,  oO=max{y l  l h ( x~ )<- . . o t , ( y , x ) c~ - i ( k ,  8)}. 

729 

This form is not dependent on the specific policy or behavioral constraint. That is, the 
constrained level c~ can be imposed, adjusted, or dropped in the second-stage problem. 
However, the form in (A.T) is substantially different than that in (A.2). Indeed, the 
domain is a different space. 

An alternative way to proceed is to define F with the constraint in place, 

Yl = f ( y _ l , x , k ,  8) ----max{yl ] h(x~) <~ ot, ( y , x )  c ~_i(k, 8)}, (A.2 n) 

with F defined as in (A.2). However, if this is done, the frontier is clearly policy- or 
behavior-dependent. The resulting PPF corresponding to (A.T) will depend not only 
on the existence of a policy affecting x~ as in (A.2") but also on the policy level, e~. 
Likewise, the profit function dual to F will also depend on c¢. Thus, the true PPF will be 
policy-dependent and what may appear as technical change or inefficiency in the PPF 
associated with (A.U r) may be due to changes in policy. Similarly, if the PPF from the 
first stage is based on (A.U~), then second-stage analyses cannot consider changes in 
policy or behavior associated with e~. 

PROOF OF PROPOSITION 4. Because Proposition 4 is stated in negative form, the 
above example suffices as a proof. [] 

Using the partial aggregation definitions associated with (46), the definitions of tech- 
nical allocative efficiency can be generalized and divided into policy- and behavior- 
relevant and policy- or behavior-dependent categories under Aggregation Qualification 
Condition A.2. 

DEFINITION A. 1 i. 
(E3/) (y*, x*, z*) satisfies fixed factor technical allocative efficiency for a given 8 

if there does not exist an alternative allocation z ./ such that (y*~, x*, z .I) E 
,~*(k, 8) in (46) and y*' ~ y. 

(E4 I) (y*, x*, z*) satisfies variable input technical allocative efficiency for a given 8 
if there does not exist an alternative allocation x .I such that (y.1, x,/, z*) 
~*(k, 8), x .1 c C(x*),  and y./  ~ y where C(x*) defines the set of possi- 
ble purchased variable input allocations with a given vector of aggregate pur- 
chases, i.e., C(x*) = {x ./I (Y*I,x*~, z*) = H ( Y  ~, X ~, Z), B X  ~ <~ BX} .  

(E5 r) (y*, x*, z*) satisfies output technical allocative efficiency for a given 8 if there 
does not exist an alternative allocation among sub-technologies y*~ such that 
(y*~, x *~, z *~) ~ ~*(k, 8), x *~ ~ C(x*),  and y*~ ~ Y(y*) where Y(y*) defines 
the set of outputs that correspond to a dominant aggregate output vector, i.e., 
Y = {Y*'I (Y*', x*/, z*) = H(Y ' ,  X' ,  Z),  A Y '  ~ AY} .  

(E8) (y*, x*, z*) is policy- and behavior-relevant if it satisfies the Aggregation 
Qualification Conditions, i.e., preserves distinction for all input and output 
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(E9) 

quantities that have distinct prices, distinct policy controls, distinct ex post 
adjustment possibilities or distinct behavioral preferences and implications so 
that (46) preserves full generality of  policy and behavioral issues to the second 
stage. 
(y*, x*, z*) is policy- or behavior-dependent if it does not satisfy the Aggre- 
gation Qualification Condition, i.e., does not preserve distinction for all input 
and output quantities that have distinct prices, distinct policy controls, distinct 
ex post adjustment possibilities or distinct behavioral preferences and impli- 
cations, in which case (46) does not preserve the full generality of  policy and 
behavioral issues to the second stage. 

Using these definitions jointly one can define, for example, technologies that satisfy 
various concepts of technical allocative efficiency and are also policy- and behavior- 
relevant. We submit that policy- and behavior-relevance as defined by (E8) must be a 
prerequisite requirement for investigating technical efficiency following (E3~), (E4 ~) or 
(E5~). Otherwise, tests of  technical efficiency are actually confounded tests of  policy 
and behavior that are not meaningful for investigating properties of  technology. 

A.3. Implicit representation of technical efficiency by scalar functions 

All specific single-equation multi-output production functions in the literature of  which 
we are aware satisfy OF/OY 7~ 0 and OF/OX ~ 0 whenever F(Y,  X) = 0. By compar- 
ison, a form such as 

m 

F ( r , x ) -  
i = I  

(A.6) 

where v is a positive integer can impose multiple constraints of the form F/(Y, X) ---- 0 
but yields OF/OY = 0 and OF/OX = 0 whenever F(Y,  X) = 0. Mittelhammer, Mat- 
ulich, and Bushaw (1981) have shown that such forms do not lend themselves to La- 
grangians, Kuhn-Tucker conditions, nor the implicit function theorem. To illustrate, the 
profit maximization problem maxr ,x{PY - R X  ] F(Y,  X) = 0} can be expressed as 
the Lagrangian 12 = P Y  - R X  + ,kF(Y, X) for which first-order conditions cannot be 
solved when OF/OY = 0 and OF/OX = 0 at F(Y,  X) = 0. 55 

Two approaches to implicit representation are possible: (i) require non-zero deriva- 
tives of F with respect to all relevant inputs and outputs when F(Y,  X) = 0, or (ii) de- 
velop methods to deal with zero derivatives. The first approach facilitates standard math- 
ematical manipulations, but obtains a model that can neither reflect input allocations nor 

55 More technically, the Jacobian of the constraint does not have full rank when F(Y, X) has all zero deriva- 
tives so the first-order conditions of the Lagrangian are not necessary. For Kuhn-Tucker problems, constraint 
qualification fails. 
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impose  by-product  relat ionships.  By the implici t  funct ion theorem, F ( Y ,  X) = 0 yields 

a funct ion  such as yi = f i  (yl . . . . .  y i - 1 ,  y i+ l  . . . . .  Yny,  X )  where all partial  derivatives 
are non-zero.  Thus,  any input  change (even though it m ay  represent  an al locat ion of  a 
dist inct  input  to product ion  of  a dist inct  output) can be t ransformed into a change in any 

other output  (rather than the output  to which it is allocated). Similarly, any transforma- 
t ion be tween  dist inct  outputs (possibly be tween  a pr imary  output  and a by-product  that, 
in reality, can be produced only  in fixed proport ions)  is allowed. 

Alternatively,  one can argue that assuming  non-zero  derivatives for F is very restric- 
tive. By  comparison,  the representat ion in (A.6) clearly has all zero derivatives and yet  
implies  56 

I 
F1 (Y, X)  ] 

F ( Y ,  X )  =-- • = O. 
m Y m 

Fm( , X)  3 

(A.7) 

Conversely,  one can always t ransform (A.7) into (A.6) but, interestingly, the Implic i t  
Func t ion  Theorem (which is only  sufficient, not  necessary) can apply in (A.7) even if  
not  in (A.6). 

A n  interest ing quest ion is, can the product  t ransformat ion funct ions impl ied by  stan- 
dard profit and cost funct ion specifications admit  forms such as (A.7)? The answer is 

no. A standard ax iom of  duali ty is convexity of  the feasible technology set ~ which 
is defined as the set of  all feasible combina t ions  of (Y, X).  Diewert  has shown for the 

s ingle-output  case that if  ~ is convex then the corresponding product  t ransformat ion 
funct ion,  F ( Y ,  X ) ,  is a convex funct ion.  However,  F ( Y ,  X )  in (A.6) is not  necessar-  
ily convex even in the s ingle-output  case. 57 Furthermore,  a form such as (A.6) is not  

monoton ic  in g and X. Thus,  disposabil i ty does not  correspond to an inequal i ty  in 
(A.6) and the producible  output  set cannot  be  defined as {g [ F ( Y ,  X )  <~ 0} as in the 
mul t i -output  deve lopment  of  Chambers  (1988). Moreover,  all dual  developments  that 

derive product ion  funct ions  and product  t ransformat ion funct ions  do so by  implic i t ly  
impos ing  a technical  efficiency cri terion leading to the convex hull  of  the technology 

56 Mittelhammer, Matulich, and Bushaw (1981) argue that vector-valued implicit functions are required to 
represent multi-output technology because single-valued functions with non-zero derivatives are restrictive. 
The result in (26) shows that the vector-valued representation they propose can be derived directly from a 
single-valued representation if zero derivatives are allowed. In either case, what really matters is the rank of 
the technological relationship (defined below) rather than the number of equalities used to describe it. Even 
if expressed in a vector-valued implicit form, one must still verify full rank of the system and make sure no 
equation discarded in getting to full rank is of a form such as (11) that embodies further restrictions implicitly. 
(Note that Mittelhammer, Matulich, and Bushaw apparently allow zero derivatives of individual scalar-valued 
functions contained in vector-valued representations.) 
57 To illustrate where x and y are scalar, let F(y ,  x) = [y - f (x)] 2 where f (x) is concave and let Yt = f (Xl), 
Y2 = f(x2), Y0 = Oyl + (1 - O)y 2, and x o = Ox 1 + (1 - O)x2. Then F(yo, xo) = {Oy 1 + (1 - O)y 2 - f[Oxl + 
(1 - 0)x2]} 2 > 0 = OF(yl ,X l )  + (1 -- O)F(y2, x2). Thus, F ( y , x )  is concave. Convexity is obtained, for 
example, if F(y ,  x) = y - f ( x ) .  
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set [e.g., Diewert (1974, 1982)]. Additionally, while not a serious problem for single- 
output problems, imposing both structural technical efficiency and technical allocative 
efficiency for multi-output production problems limits the rank of  the resulting tech- 
nology representation to unity so that structure (related to sub-technologies) cannot be 
represented (see Sections 4.6 and 4.7 for further details). 58 

PROOF OF PROPOSITION 5. Proposition 5 follows from the discussion of  this section 
and results in Mittelhammer, Matulich, and Bushaw (1981). [] 

A.4. Controllability and rank of  structural technology representations 

To represent structure of  technologies meaningfully, possible redundancies in (50) 
and (51) must be considered. For example, under continuity, the Jacobian of  j~ 
may not be of  full rank, e.g., one of  the outputs of  the sub-technology may be 
some function of  another as in the case where Yl = g(Y£), g~ > 0. In this case, 

rank{0(y I, y~)/OX; O(y I, y~)/OZ} = 1. Thus, the decision maker is not able to con- 
trol the second output independently of  the first. Such relationships represent the case 
of  by-products. Similarly, constraints on allocated fixed inputs reduce the dimension of  
the input space when constraints are binding. Thus, it is helpful to consider the follow- 
ing definitions: 

DEFINITION A.2. Let f c r y '  be a subset of outputs in Y ~ R+ y and let N(Y) C R+" 
na denote a neighborhood of f .  The mix of  outputs Y is locally controllable in R+ if 

N(Y) _c ~. 

If  na = 1, then this neighborhood would correspond to an open set on the real line. If 
na/> 2, then N corresponds to an open ball in multi-dimensional space. When control- 
lability is not met, the producer does not have the flexibility to attain all output mixes in 
N ( Y ) .  

ny 
DEFINITION A.3. Let Y" c R+ b be a subset of outputs in Y e R + .  The outputs in Y" are 
by-products of Y under technology ~ if there exists a non-trivial relationship in ~ such 
that only one Y" exists for each Y given uncontrollable factors, i.e., Y =  g(Y, e). 

rtb 

The existence of  by-product relationships reduces the producer's flexibility in choos- 
ing output mixes. The remaining flexibility after taking these relationships into account 
is described by the rank of  a technology. 

58 If the PPF is defined conventionally by F* (y, x, k, e) --= yl - f* (Y- 1, x, k, E) where y = (Yl, Y- 1 ) and 
Yl = f*(Y-1, x, k, ~) =- max{y 1 I (Y, x) ~ ~-i (k, e)} and if no fixed factors are allocated, then the same 
function is obtained as in (A.2) upon imposing technical allocative efficiency with respect to inputs and 
outputs. 
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DEFINITION A.4. The rank of a technology is the dimension of the largest locally con- 
trollable mix of outputs. 

To proceed, suppose that the relationships in (50) and (51) are continuous and differ- 
entiable. 

LEMMA A. 1. Under continuity and differentiability, the rank of  a technology 

¥ = f ( X , Z , e )  
nl .t'l y 

is given by rank(fx,  fz ) .  

PROOF OF LEMMA A.1. Let W = (X, Z) and rank(fx,  f z )  = rank(fw) = p. Then 
there exists a nonsingular p x p Jacobian f~v as a submatrix of f w  after appropriate 
reordering of Y and W. Corresponding to f f f  are equations Y * =  f*  (W*, W**) which 

p 

together with Y** = f**(W*,  W**) represent a partitioning of Y = f ( W )  where W = 
(W*, W**) is a corresponding partitioning of W. By the Implicit Function Theorem, 
the equation Y* = f*  (W*, W**) has a solution where W* are the active or endogenous 

p 

variables. Let W6*, W~*, Y~ be such a solution. By the Implicit Function Theorem, there 
is an open ball 13(¥~) such that ¥* = {f*(W*, W**) ] W** = W~*} is a one-to-one 
transformation for all Y0* ~ B(Y~) and W* near W~. Hence, ¥* of dimension p is 
locally controllable. [] 

LEMMA A.2. Where the rank of  a technology is na and Y is a locally controllable 
vector of  outputs in R n~ ' , the complete output vector can be partitioned into Y = (Y, Y) 
where the choice of  Y determines the other outputs in Y ~ R~ ~ and nb = ny - na, i.e., 
the number of  by-products in a multi-output technology is equal to the number of outputs 
minus the rank of  the technology. 

PROOF OF LEMMA A.2. Consider the production relations in (51) and assume 
rank(fx,  f z )  = na. By the Inverse Function Theorem and Definition A.2, Y can be 
found as a function of (X, Z) for a given 8, say Y = f ( x ,  Z, 8). This relationship is 

na 

simply a subset consisting of na of the individual equations contained in (51). Using 
Definition A.3, Y'= g ( f  ( X,  Z, 8)), where nb = ~ i  ki - na. [] 

n b  

From the proof of Lemma A.2, the gradient of f only spans an n a - d i m e n s i o n a l  space. 
In particular, the Jacobian of Y" is g f  • ( f x ,  f z )  which is a linear transformation of the 

Jacobian of Y given by ( f x ,  fz ) ,  which itself has only rank na. Next consider input 
controllability. 
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DEFINITION A.5. Let Z c R+/ be a subset of  inputs included in Z ~ R+ z and let 

N ( Z )  C R+ r denote a neighborhood of  Z. The mix of inputs Z is locally controllable in 

R+ if N (Z) _c A subset of  inputs is locally restricted if it is not locally controllable. 

Even though there are nz allocated fixed input decisions, only n f  = nz - nc of 
them are ~eely controllable. Generalizing to the possibility of  nonlinear constraints, 
let Z = h(Z ,  K )  represent the set of  allocated fixed inputs determined by the choice of  

given K. Under continuity and differentiability, a parsimonious nonlinear represen- 
tation of  the binding (non-redundant) constraints will have a Jacobian of full rank. 

gl z LEMMA A. 3. Let the vector o f  all constrained inputs bedeno tedby  Z • R+ and let all 
locally binding input constraints in ~ be summarized by Z = h( Z,  K )  with fu l l  rank Ja- 

tlC 

cobian, h~. Then the input vector can be partitioned into Z = ('Z, Z)  where Z c R+ z -no 

is locally controllable and the choice o f  Z determines the other inputs in Z ~ R+ c . 

PROOF OF LEMMA A.3. The proof is omitted because it is similar to Lemma A. 1. [] 

Note that this 1emma is worded generally so as to apply to all forms of constraints 
whether associated with firm-owned resources, policy instruments, behavior, or market 
rationing and whether applicable to allocated fixed inputs or purchased variable inputs. 

PROOF OF PROPOSITION 6. The proof of Proposition 6 follows the Fundamental Ax- 
iom, which permits technology to be represented as in (51), and from Lemmas A. 1-A.3 
under continuity and differentiability. [] 

PROOF OF PROPOSITION 7. This proof is omitted for brevity since it is sketched clearly 
in the text. [] 

PROOF OF PROPOSITION 8. If  nc fixed inputs must be allocated among m sub- 
technologies, then at least nc (m - 1) allocation variables are unobserved. From Propo- 
sition 7, the maximum number of  non-redundant observable controllable equations is 
thus na + nc - nc (m - 1). This number is greater than zero only if na >~ n cm. In the case 
of  nonjointness, m = ny = na in which case this condition reduces directly to nc ~< 1. In 
the case where some variable input allocations are unobserved but their aggregates are 
observed, a similar proof applies where (i) x = B X  is used to substitute into (52)-(54), 
(ii) the number of  such variable inputs is added to nc, and (iii) the associated number 
of  unobserved allocations are considered in the calculation. For allocated fixed inputs 
without binding restrictions, note that m rather than m - 1 allocation variables are un- 
observed so even more variables are unobserved. [] 

PROOF OF COROLLARY 2. Since nc fixed inputs must be allocated among m sub- 
technologies, then at least (nc - 1)(m - 1) allocation variables are unobserved. From 
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Proposition 7, the maximum number of  non-redundant observable controllable equa- 
tions is thus n a  q -  n c  - ( n c  - 1)(m - 1). This number is greater than zero only if 
n a  + m - 1 >~ n c m .  If  n a  < ( n c  - 1)m, then n a  ' b  m - 1 < n c m  - 1. Other assertions 
follow as in the proof of  Proposition 8. [] 

PROOF OF PROPOSITION 9. Under the conditions of Proposition 8, no purely techno- 
logical relationship among inputs and outputs is estimable. All estimable relationships 
of y and x obtained from solving the production problem with conditions (51) and (58) 
must embody policy or behavioral criteria. Thus, hypothesis tests on the relationship 
of input and output variables cannot test the structure of technology alone, but rather 
test the relationship of variables induced by a combination of behavioral criteria and 
technology. [] 
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